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Abstract

The development and application of evolutionary algorithms (EAs) and other metaheuristics for the optimisation of water resources systems has been an active research field for over two decades. Research to date has emphasized algorithmic improvements and individual applications in specific areas (e.g., model calibration, water distribution systems, groundwater management, river-basin planning and management, etc.). However, there has been limited synthesis between shared problem traits, common EA challenges, and needed advances across major applications. This paper clarifies the current status and future research directions for better solving key water resources problems using EAs. Advances in understanding fitness landscape properties and their effects on algorithm performance are critical. Future EA-based applications to real-world problems require a fundamental shift of focus towards improving problem formulations, understanding general theoretic frameworks for problem decompositions, major advances in EA computational efficiency, and most importantly aiding real decision-making in complex, uncertain application contexts.
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1. Introduction

1.1 Background

Environmental change, economic and social pressures, and limited resources motivate systems analysis techniques that can help planners determine new management strategies, develop better designs and operational regimes, improve and calibrate simulation models, and resolve conflicts between divergent stakeholders. Metaheuristics are emerging as popular tools to facilitate these tasks, and in the field of water resources, they have been used extensively for a variety of purposes (e.g. model calibration, the planning, design and operation of water resources systems etc.) in many different application areas over the last few decades (Nicklow et al., 2010). Since metaheuristics were first applied in the water resources field (Dougherty and Marryott, 1991; McKinney and Lin, 1994; Ritzel et al., 1994), their popularity has increased dramatically, probably facilitated by the simultaneous increase of available computational power (Washington et al., 2009), to the point where they are widely used (Nicklow et al., 2010), even by actual water planning utilities (Basdekas, 2014).

Zufferey (2012) defines a metaheuristic “as an iterative generation process which guides a subordinate heuristic by combining intelligently different concepts for exploring and exploiting the search space”, as part of which “learning strategies are used to structure information in order to find efficiently near-optimal solutions.” Unlike more “traditional” approaches, which use mathematical programming to specify the optimal value of one or more objective functions, metaheuristics incorporate elements of structured randomness for search and follow empirical guidelines, often motivated by observations of natural phenomena (Collette and Siarry, 2003).

Metaheuristics can be divided into two groups, including population-based algorithms (e.g. genetic algorithms, evolutionary strategies, particle swarm optimization, ant colony optimization, etc.) and single point-based methods (e.g. simulated annealing, tabu search, simple (1+1) evolutionary strategies, trajectory or local search methods, etc.). Evolutionary algorithms (EAs) are the most well-established class of metaheuristics for solving water resources problems and are inspired by various mechanisms of biological evolution (e.g. reproduction, mutation, crossover, selection, etc.) (Nicklow et al., 2010). Consequently, the focus of the remainder of this paper is on EAs, although many of the concepts discussed also broadly apply to other metaheuristics. The paper also provides general guidelines and future research directions for the broader class of systems analysis approaches that take any sort of optimisation into account.

When using EAs, the steps in the optimisation process generally include (Figure 1):

1. Problem formulation (i.e. selection and definition of decision variables, objectives, and constraints).
2. Selection of decision variable values.
3. Evaluation of objectives and constraints for the selected decision variable values, which is generally done using one or more simulation models.
4. Selection of an updated set of decision variable values based on feedback received from the evaluation process using some search methodology.
5. Repetition of points 3 and 4 until the selected stopping criterion has been satisfied.
6. Passing the optimal solutions into an appropriate decision-making process.
As outlined below, compared with more “traditional” optimisation methods, EAs have a number of advantages, which are most likely responsible for their widespread adoption for water resources problems.

1. The basic analogies that inform their optimisation strategies are conceptually easy to understand.

2. As simulation models are generally used to calculate objective function values and check constraints, it is easy to add optimisation to existing simulation approaches. This gives rise to the potential for greater confidence in the results by end users, as the outcomes of the optimisation process are based on the results of simulation tools that are already used for the purposes of decision-making.

3. EAs are capable of solving problems with difficult mathematical properties (Reed et al., 2013). This is because the ability to link with simulation models reduces the need for problem simplification, which is required for many traditional optimisation algorithms that are unable to deal with nonlinearities (e.g. exact finitely terminating algorithms, like linear and nonlinear programming) or discontinuities (e.g. iterative/convergent algorithms, such as first or second order gradient methods). For example, in linear programming applications, there is no ability to account for nonlinearities, such as “if-then” style rules. Consequently, the philosophy underpinning EAs is that it is generally better to find near globally optimal solutions to the actual problem, rather than globally optimal solutions to a simplified problem, especially when the simplified problem misses key socially relevant properties (Rittel and Webber, 1973).

4. The linking with simulation models facilitates the straightforward treatment of parallel computing.

5. EAs have the ability to perform both exploration (i.e. global search) and exploitation (i.e. local search) of the fitness function, increasing the chances of finding near-optimal solutions to complex problems (Nanda and Panda, 2014).
6. The algorithms themselves are readily adaptable to a wide variety of application contexts (Back et al., 1997; Goldberg, 1989; Nicklow et al., 2010).

1.2 Purpose and Organisation of this Position Paper

This position paper aims to contribute to the literature that reviews EA algorithms (e.g. Coello et al., 2007; Deb, 2001) and EA use in water resources (e.g. Nicklow et al., 2010), and performs diagnostic assessments on water-related problems (e.g. Reed et al., 2013). The primary purpose of this paper is to map out the most important research challenges and future directions in applying EAs to the complex, real-world water resource applications that are most in need of these methods. While a brief review of current progress in relevant areas is provided, it should be noted that this is not meant to be a comprehensive review paper. The research challenges identified in this paper are motivated by the fact that over the last 20-25 years, much of the research in the field of EAs in water resources has focused on the application of different types of algorithms to different problem types. In the majority of these studies, the aim was either to (Figure 1):

1. Develop and test the performance of different types of algorithms (e.g. an algorithm inspired by a different natural phenomenon (e.g. genetics, the foraging behaviour of ants in search for food, the behaviour of bees and birds etc.)), variants of existing algorithms, or hybrid algorithms; or

2. Test if a particular algorithm or variant can be used successfully to solve different types of water resources optimisation problems (e.g. model calibration, water distribution system design, groundwater remediation, environmental flow allocation, reservoir operation etc.) and/or different instances of these problem types (e.g. using different models, in different geographical locations etc.).

In relation to the first point, even though studies have shown that certain algorithms perform better than others for selected case studies using particular assessment criteria, our understanding of why this is the case is rather limited. Consequently, in order to progress research in this area, there is a need to develop an understanding of the relationship between the fundamental properties of the problem (case study) being solved, the searching behaviour of the optimisation algorithm, and algorithm performance. This will enable us to develop a better understanding of why algorithms exhibiting particular searching behaviours perform better or worse for problems with certain characteristics, rather than simply knowing the relative performance of particular algorithms on specific case studies. Such insight would transcend specific algorithms or case studies to provide understanding that is more generally applicable and open the door to developing guidelines with regard to choosing the most appropriate algorithm(s) for a particular problem. The research challenges that need to be addressed in order to develop an improved understanding of algorithm performance are summarized in Table 1 and discussed in detail in Section 2.
Table 1: Research challenges associated with improving our understanding of algorithm performance.

<table>
<thead>
<tr>
<th>Section 2.1</th>
<th>Overview of major topics for improving our understanding of algorithm performance.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Section 2.2</td>
<td>Can we develop knowledge of the fundamental characteristics of the problem being optimised at the level at which optimisation algorithms operate?</td>
</tr>
<tr>
<td>Section 2.3</td>
<td>Can we develop knowledge of the underlying searching behaviour of different search methodologies?</td>
</tr>
<tr>
<td>Section 2.4</td>
<td>How can we rigorously measure and improve the performance of a selected search methodology?</td>
</tr>
</tbody>
</table>

In relation to the second point, while past research has shown that EAs can be applied successfully to a range of problems in a variety of settings, many of the case studies considered have been academic (Nicklow et al., 2010) and lack a connection to complexities that emerge in potentially contentious and severely uncertain real world decisions. Now that the potential of EAs has been demonstrated, there is a need to tackle a variety of research challenges so that these algorithms may be applied more broadly in real decision contexts, as outlined in Table 2 and discussed in detail in Section 3. This requires an understanding of their mathematical assumptions and their fidelity for addressing changing problem properties. The use of EAs needs to be more broadly viewed through inter-dependent effects of the full suite of choices made in the problem solving process (see Figure 1 and Table 2). In addition, a major challenge in the existing EA applications literature is that the different steps in the optimisation process (Figure 1) are not explicitly considered by users and consequently represent poorly understood implicit assumptions. As poorly understood implicit assumptions, these choices can significantly degrade the value of EAs, or even worse, negatively impact the systems focus by ignoring key challenges (see related discussion in Nicklow et al., 2010).

As mentioned above, the current status, research challenges and future directions associated with improving our understanding of algorithm performance (Table 1) are discussed in Section 2, while the current status, research challenges and future directions associated with applying EAs to real-world problems (Table 2) are discussed in Section 3. The appendix provides a glossary for clarifying the terminology adopted in the paper. As this position paper is primarily focused on highlighting ongoing challenges in different areas, it has been organized in a manner that allows for the different topical subsections to be read independently of each other. This structure means that the paper need not be read in a conventional “start-to-finish” linear fashion. Instead, readers can selectively look over different sections based on their own personal interest and quickly navigate to topical sections of interest with the aid of Tables 1 and 2.
Table 2: Research challenges associated with applying EAs to real-world problems.

<table>
<thead>
<tr>
<th>Section 3.1</th>
<th>Overview of major topics for applying EAs to real-world problems.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Section 3.2</td>
<td>How do we best change the formulation of optimisation problems to cater to real-world problems?</td>
</tr>
<tr>
<td>Section 3.3</td>
<td>What can be done to reduce the size of the search space for real-world problems?</td>
</tr>
<tr>
<td>Section 3.4</td>
<td>How can computational efficiency be increased for real-world problems?</td>
</tr>
<tr>
<td>Section 3.5</td>
<td>Which searching mechanisms are best for solving real-world problems?</td>
</tr>
<tr>
<td>Section 3.6</td>
<td>What termination / convergence criteria are most appropriate for real-world problems?</td>
</tr>
<tr>
<td>Section 3.7</td>
<td>What is the best way is to convey the results of the optimisation of real-world problems to decision makers and what is the role of optimisation in the decision-making process?</td>
</tr>
<tr>
<td>Section 3.8</td>
<td>What is the best way to take account of uncertainty in the optimisation of realistic systems?</td>
</tr>
<tr>
<td>Section 3.9</td>
<td>What is the best way to implement optimisation algorithms for realistic systems?</td>
</tr>
</tbody>
</table>

2. Understanding of Algorithm Performance

2.1 Overview

The development of an understanding of optimisation algorithm performance is essential to obtaining better insight into why certain algorithms perform better on certain types of problems. The development of this understanding requires consideration of the following issues (Figure 2).

1. Knowledge of the fundamental characteristics of the problem being optimised at the level at which optimisation algorithms operate. These characteristics are represented by the fitness landscape, firstly introduced by Wright (1932), which describes the search space of an optimisation problem as a multidimensional landscape defined by the possible solutions, through which the optimisation algorithm moves, mapped to the corresponding fitness value (Smith et al., 2002). As such, the fitness landscape is not only dependent upon the problem to be solved, but also on the choice of algorithm and its parameter values. It should be noted that the fitness landscape is different from the fitness function, which is a more traditional way to consider optimisation problems, where variables of similar values are mapped next to each other, independently from the algorithm adopted. It is the properties of this landscape that determine how easy or difficult it is to solve a particular optimisation problem. For example, the overall structure of the landscape, such as a “big bowl” shape, can guide the algorithm towards the global optimum, while a surface that is rough with many local optima may present difficulties. It is likely that fitness landscapes with vastly different properties can be obtained for the same types of problems (e.g. calibration, water...
distribution system design etc.), depending on the way problems are formulated, the way constraints are handled, and the simulation model and optimisation algorithm used, and that different types of problems can have fitness landscapes with similar properties. Consequently, it might not be possible to say that particular algorithms are applicable to particular problem types. Instead, the applicability of different algorithms needs to be related to the properties of the fitness landscape of a particular problem. Current progress and remaining challenges surrounding this issue are discussed in Section 2.2.

2. Knowledge of the underlying searching behaviour of different search methodologies. At a fundamental level, a balance has to be struck in the searching behaviour of algorithms between exploitation / intensification (i.e. convergence to the nearest optimum) and exploration / diversification (i.e. covering different areas of the solutions space in order to find the globally optimal solution). This balance is affected by the type of algorithm used, as well as the values of the parameters that control searching behaviour, such as the selection operator and probability of cross-over and mutation in genetic algorithms. However, at this fundamental level, we have very little understanding of whether the searching behaviour of different algorithms is completely different or whether the same or similar searching behaviour can be achieved by different algorithms if particular parameter combinations are used. In order to claim that an algorithm is effective, we must be able to characterize the fundamental searching behaviour of different algorithms with different parameterisations. Current progress and remaining challenges surrounding this issue are discussed in Section 2.3.

3. Knowledge of the performance of the selected search methodology. In order to be able to compare the performance of different search methodologies in a rigorous and unbiased fashion, appropriate performance assessment metrics need to be used. Current progress and remaining challenges surrounding...
this issue are discussed in Section 2.4.

2.2 Characterisation of Fitness Landscape Properties

An implication of the No Free Lunch Theorem (Wolpert and Macready, 1997) is that an optimisation algorithm that will produce the best results for all problems does not exist. Intuitively, this is easy to understand if we consider that a local gradient based approach will be most efficient on a smooth, convex, and deterministic objective function, but will be outperformed by global methods on multi-modal problems. There are some aspects of a problem that can be used to guide the selection of an algorithm (e.g. problems with discrete/real valued decision spaces, or the dimensionality of the decision space), however, as applications increase in their complexity (e.g. the use of highly nonlinear simulation models or increasing numbers of risk-based objectives), it can be difficult \textit{a priori} to understand the shape and properties of the objective-space surfaces, and the resultant best suited algorithm. In fact, when averaged across all possible problems, any two optimisation algorithms are expected to be equally effective. Yet, numerous comparisons of optimisation algorithms in the water resources field (as well as more broadly) have demonstrated that for certain subsets of problems, a particular implementation of one algorithm can be found to outperform some others (Kollat and Reed, 2006; Reed et al., 2013) (motivating recent efforts to create auto-adaptive multi-algorithms (Hadka and Reed, 2013; Vrugt and Robinson, 2007; Vrugt et al., 2009)). As a certain algorithm can be found to perform better on a certain problem compared with others, it might be expected that it is the characteristics of the problem being solved that determine when an algorithm may perform better than others. However, formally distinguishing the statistical behaviour of EAs on a given topology is an uncertain process itself that requires rigorous statistical experiments (see Section 2.3 and Back et al., 1997; Bayer and Finkel, 2004; Goh and Tan, 2009; Goldberg, 2002; Hadka and Reed, 2012; Matott et al., 2012). As such, the most common motivation for assessing the problem characteristics through fitness landscape analysis is to gain a better understanding of optimisation algorithm performance on a given set of problems (Pitzer and Affenzeller, 2012).

Jones (1995) and Stadler (2002) provide a formal definition of the fitness landscape, where the landscape is defined as a directed graph, where the nodes correspond to solutions, and the edges (connections) to search operator manoeuvres. Following this, every EA operator induces its own landscape of solutions that can be generated by one application of that operator. Based on this definition, the fitness landscape is not only dependent upon the problem to be solved, but also the choice of algorithm through its parameterised search operators. In some cases, the landscape defined by an operator is strongly related (or even equivalent) to the topological distance between solutions in the decision space (Moraglio and Poli, 2004), for which cases it may be sufficient to study the fitness landscape as defined by the topology of the fitness function (Pitzer and Affenzeller, 2012). Despite the intimate link between a problem’s fitness function and the induced algorithm behaviour (as indicated by the connecting arrow in Figure 2), this section discusses issues associated with the characterisation of the landscape properties (as they depend on the topology defined by algorithm operators), and Section 2.3 focusses on the temporal characterisation of an algorithm’s run-time search behaviour.

2.2.1 Current Status

In the field of optimisation problem understanding, fitness landscape analysis is by far the most extensively researched topic, and often forms the basis for research into problem difficulty assignment, algorithm selection and performance prediction (McClymont, 2013). A number of statistics have been developed to
measure different characteristics of the fitness landscape, typically based on a sample of solutions and the corresponding fitness function value. A summary of the major characteristics of fitness landscapes that have been identified, and metrics to quantify them, is provided in Table 3. For more information on these characteristics, the reader is directed to two recent reviews on the topic of fitness landscape analysis, including Pitzer and Affenzeller (2012) and Malan and Engelbrecht (2013).

**Table 3:** Fitness landscape characteristics, how they influence problem difficulty, and an example metric to quantify the characteristic.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Link to Problem Difficulty</th>
<th>Example Metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modality or number of local optima</td>
<td>The more local optima the more difficult it is to find the best solutions.</td>
<td>Iterated Local Search (Merz, 2004)</td>
</tr>
<tr>
<td>Global structure or ruggedness</td>
<td>Overall structure in the landscape can guide the algorithm towards the global optimum.</td>
<td>Correlation Measures (Weinberger, 1990)</td>
</tr>
<tr>
<td>Neutrality</td>
<td>Neutral areas in the landscape, that are flat and of the same function value, can trap algorithms and limit the ability to find better solutions.</td>
<td>Genetic Distance Operator (Katada and Ohkura, 2006)</td>
</tr>
<tr>
<td>Degree of variable interdependency</td>
<td>Referred to as epistasis, where an epistatic function cannot be decomposed into separate functions consisting of single decision variables, and as such combinations of decision variables must be considered.</td>
<td>Epistasis Variance (Davidor, 1991)</td>
</tr>
<tr>
<td>Salience</td>
<td>If one decision variable dominates the fitness function, this variable must converge to a good value before the other decision variables have an influence, which may have converged to poor values in the meantime.</td>
<td>Salience Measure (Gibbs et al., 2011)</td>
</tr>
<tr>
<td>Deception</td>
<td>A deceptive function has the global optimum located away from good local optima, making it more difficult to locate (e.g. needle in a haystack problems).</td>
<td>GA-Deception ( Deb and Goldberg, 1994)</td>
</tr>
<tr>
<td>Evolvability</td>
<td>The ability of an algorithm to produce better solutions at the next iteration, depending on the problem to be solved.</td>
<td>Fitness Evolvability Portraits (Smith et al., 2002)</td>
</tr>
</tbody>
</table>
While there are numerous fitness landscape characteristics and corresponding metrics, the statistical reliability of these metrics is frequently called into question. One of the main reasons that these measures have been found to be unreliable is that no rigorous definition of the concept of “difficulty” is available in the framework of evolutionary optimisation (Kallel, 1998). In this context, difficulty is determined by assessing the likelihood and speed with which an optimisation algorithm can locate a known global optimum. Given this definition, it is clear that the algorithm itself contributes to the “difficulty” of the problem. A number of papers (Culberson and Lichtner, 1996; De Jong et al., 1995; Guo and Hsu, 2003) stress the futility of speaking of problem difficulty without considering the algorithm, and all the parameters of the algorithm (Kallel, 1998). For example, on a given problem, a GA coupled with a local search may find the optimum every time, regardless of the initial population, while the same GA without the local search operator may find the problem very difficult. Studies that attempt to demonstrate the unreliability of fitness function statistics (including Kallel et al., 1999; Kinnear Jr, 1994; Naudts and Kallel, 2000; Quick et al., 1998; Reeves and Wright, 1995; Rochet et al., 1998) have generally drawn conclusions about the convergence of the algorithm, without consideration of the calibration of the algorithm, or the type of algorithm.

2.2.2 Research Challenges and Future Directions

There are a number of outstanding research challenges in the field of fitness landscape analysis, as outlined below.

**Link between fitness landscape analysis and algorithm implementation.** Ultimately, the aim of fitness landscape analysis is to improve the optimisation process, resulting in the identification of the best possible solution(s). While it is logical that a link between the characteristics of a fitness function and the best algorithm to find optimal solutions should exist, such links have not yet been identified in a way that provides general information to the optimisation process. An example of linking the results from fitness landscape measures to optimisation algorithm parameters is provided by Gibbs et al. (2011). The utilisation of the results of fitness landscape analysis for the identification of the best, or even a suitable, algorithm, still remains a significant research challenge, and is discussed in more detail from the perspective of algorithm search behaviour in Section 2.3.2.

**True fitness landscape, not fitness function, analysis.** The mapping of the fitness landscape based on the operators of the optimisation algorithm is a challenge. As a result, most fitness landscape analysis studies have focussed only on single objective problems, and have adopted the decision space, or fitness function, topological distance to be a suitable surrogate. Nonetheless, in order to provide insight into how to select a suitable EA (with different combinations of operations making up the algorithm), it is likely that analysis of the fitness landscape, with topology defined by the operators, will provide the most valuable information. In this way, changes in the landscape after adopting different search operators or different parameter values for an operator, can be assessed (e.g. which operator results in a smoother landscape or one with fewer local optima). How to analyse the true fitness landscape for non-trivial problems using a generalised methodology is an open research question.

**Is fitness landscape analysis even worthwhile?** An important question to answer is whether fitness landscape analysis is worthwhile, or whether the function evaluations and processing time required for fitness landscape analysis are better spent on actually solving the problem. This is especially the case for water resources problems, where often the fitness function is based on the output of simulation models that have long computation times and a high dimensional search space that requires many evaluations in
order to be sampled sufficiently. How to best undertake this sampling is also unclear.

While fitness landscape analysis is usually much more resource intensive than just solving a given problem, the resulting insights can be valuable for increasing problem understanding (Pitzer and Affenzeller, 2012). As such, fitness landscape analysis may not be the best use of resources in applied studies where the sole aim is to solve a single problem instance, typically to assist in decision making. However, this approach is likely to be highly beneficial in more research focused studies, where a deeper understanding of the link between algorithm performance and problem characteristics, on a subset of problem classes, is of interest (Pitzer and Affenzeller, 2012).

At least some evaluation of the fitness landscape is required to lead to a deeper understanding of why a particular instance of one optimisation algorithm located better solutions than another, and to move beyond simple algorithm comparative studies with limited potential to be generalised. As Pitzer and Affenzeller (2012) concluded: “there might not be a free lunch, but at least, there might be some free appetizer that can be reaped more easily using fitness landscape analysis techniques (Droste et al., 1999).” Moreover, a generalized understanding of fitness landscapes should also be linked to decision making processes. While some classes of problems may be easier to solve, they may fail to sufficiently encompass problem traits critical to the actual decision-making process (Brill Jr et al., 1990; Haimes and Hall, 1977; Liebman, 1976; Reed et al., 2013). Formally, understanding the fitness landscape impacts of the formulation changes required for improving decision relevance can highlight needed algorithm innovations.

### 2.3 Characterisation of Algorithm Searching Behaviour

The majority of previous research on the comparative analysis of EAs has typically focused exclusively on overall end-of-run performance statistics based on solution quality and computational efficiency (Nicklow et al., 2010). Despite the governing importance of these statistics, as outlined in Section 2.1, this framework of comparison provides little insight into what run-time searching characteristics result in good performance, or on the dynamics of how algorithms utilise their iterative solution generation processes to navigate their way through the decision space in order to: locate and explore feasible regions; exploit high quality information to converge to multiple near-optimal (or Pareto-optimal) regions; and avoid premature convergence. In the aforementioned literature, algorithm operators (or indeed algorithms themselves) are often qualitatively described as exploration or exploitation encouraging (Colorni et al., 1996), implying a certain kind of impact on an algorithm’s searching behaviour. Given these intuitively clear qualitative behavioural descriptors, the basis of a behavioural analysis framework is to provide quantitative measures that capture the important features of an algorithm’s run-time search in order to gain insight into the actual influence of an algorithm’s search methodology, and its controlling parameters, on its search behaviour. Given the potential for a rigorous behavioural analysis framework to provide deeper understanding of operator influences, and a more informed approach to the application and development of algorithms, continued research to develop and utilise such a framework is imperative. As mentioned in Section 2.2, there is a close dependency between an algorithm’s manifest behaviour and a problem’s fitness landscape characteristics, which is discussed in more detail in Section 2.3.2.

#### 2.3.1 Current Status

Behavioural measures are loosely defined as metrics that can be computed during an algorithm’s run-time, and are based on properties of the current, and historic, set of an algorithm’s population of solutions. Such measures typically feature in analytic convergence studies of algorithms (e.g. Rudolph, 1994; Zaharie,
2002), however, the focus here is on the usage of such measures for computational analysis. In order to summarise the current status in relation to the characterisation of algorithm searching behaviour, a taxonomy and brief accompanying description of selected existing behavioural measures is proposed below.

**Measures in decision space.** These measures yield insight into the nature of an algorithm’s search (i.e. distribution of solutions throughout the decision space) as it approaches convergence. Within this category, behavioural measures are based on statistics of the iteration-wise changes in the location of an algorithm’s individual, or population of, solution(s) within the topology of the decision space. These measures include the following: (i) **distance measures**, which provide a direct measure of the degree to which an algorithm has converged, where measures describing the “spread of solutions” characterise properties of the hypersphere sub-set of the decision space within which an algorithm is searching (e.g. [Boese et al., 1994]; [Zecchin et al., 2012]); (ii) **direction measures**, which provide a characterisation of the predominant “direction” along which an algorithm has focused its search, and have been used as part of updating strategies of various algorithms (e.g. [Kennedy and Eberhart, 1995]; [Bayer and Finkel, 2007]); (iii) **historical frequency measures**, which track solution points in decision space to provide a statistical characterisation of the history of an algorithm’s generated solution properties, enabling the classification of solution attributes according to selection frequency statistics ([Cunha and Ribeiro, 2004]); (iv) **feasibility of solution measures**, which enable the search effort spent by an algorithm in the feasible/infeasible regions of the decision space ([Zecchin et al., 2012]) to be determined. This is of interest for many practical optimisation problems, where optimal solutions lie on the boundary of the feasible region in decision space.

**Measures in objective space.** These measures provide an indication of the quality of an algorithm’s search, and yield insight into the most productive stages of the search. Measures that aim to characterise an algorithm’s searching behaviour based on objective-space properties have been in broad use within both single- and multi-objective optimisation (e.g. tracking the iteration-best objective function value (e.g. [Simpson et al., 1994]), or the evolution of the Pareto-front of non-dominated solutions ([Zheng and Zecchin, 2014]). Measures in the objective space have typically been used to compare an algorithm’s end-of-run performance (see Section 2.4 for a broad overview of these performance metrics), whereas behavioural analysis focuses on the run-time tracking of these measures.

**Algorithm dependent measures.** [Blum and Roli, 2003] proposed an operator classification framework that categorizes operators on a continuum based on their propensity to intensify (e.g. exploit) or diversify (e.g. explore) an algorithm’s search. Intensive procedures are deterministic and based solely on objective function information (i.e. steepest gradient searches), whereas diversification procedures utilise randomness and procedures not based on objective function information. Based on this classification, a resulting behavioural measure is the run-time search effort an algorithm devotes to either intensification or diversification ([Birattari et al., 2006]; [Cunha and Ribeiro, 2004]; [Zeferino et al., 2009]; [Zufferey, 2012]).

### 2.3.2 Research Challenges and Future Directions

**Relating behavioural measures to algorithm behaviour.** The first open research question with regard to characterising an algorithm’s search behaviour relates to whether there are appropriate metrics for characterising this behaviour. Broadly speaking, measures can be considered as being based on two dimensions, one related to space (the decision, and objective spaces) and the other to frequency. Concerning the spatial dimension, one open question is about the definition of topology (or distance) within the decision space. In contrast to the objective space, the decision space does not always have a clear topology, as many practical engineering problems contain mixed decision spaces (combinations of
real and discrete decision dimensions) and complex decision tree structures (such as those arising from planning applications, e.g. Kasprzyk et al. (2009), which require more general approaches to defining topology that are meaningful for behavioural analysis. A second issue concerning the spatial dimension is the characterisation of “spread”. Decision space metrics have been used to characterise the degree of convergence of an algorithm, but not the nature of this convergence. In describing behaviour, measures that characterise the structure of the distribution of solutions through the decision space provide important information, such as knowing how clustered the solutions are (i.e. grouped about different extrema, or non-dominated decision-space points on the Pareto front), how many of these clusters exist, and the topological relationship between them. Concerning the frequency dimension, an open question is how to characterize the temporal aspects of the search procedure as it evolves throughout the decision space. In fact, the number of times a solution is visited, the number of times a particular decision has been assigned to a particular variable, or the number of iterations concentrated in a given region of the decision space are all informative for characterizing algorithm behaviour and establishing convergence patterns.

**Application/utilisation of behavioural measures.** A second open research question concerns the application and utilisation of behavioural measures. Some of the research challenges and future directions associated with this are outlined below.

*Building algorithm operator knowledge and algorithm development/design.* Building on the intensification and diversification framework of Blum and Roli (2003), an important application of behavioural measures is to build a detailed understanding of the impact of algorithm operators on searching behaviour, and in particular, the impact of the controlling parameters on these operators. A behavioural analysis framework provides the potential to gain a deeper understanding of the influence of controlling parameters and the sensitivity of an algorithm’s convergence or explorative behaviour to changes in these parameters.

Given that behavioural measures provide run-time search statistics, they can be used as the basis for adaptive rules to select the most appropriate algorithm parameters or operators. For example, behavioural statistics could be used to track convergence and adaptively modify the values of controlling parameters to encourage exploration (or exploitation) and slow (or speed up) convergence, depending on the computational resources available. This issue is discussed further in Section 3.5.

Behavioural statistics could also facilitate the development of interactive algorithmic processes. There are recent efforts that specifically incorporate human interaction and visualization to characterize search behaviours (Babbar-Sebens and Minsker, 2008, 2010; Castelletti et al., 2010a; Kollat and Reed, 2007b; Lotov and Miettinen, 2008; Reed and Kollat, 2013; Singh et al., 2010). These studies outline techniques specifically developed for understanding, exploring and interacting with the EA search process. These visual methods overcome the difficulties associated with creating independent measures of search dynamics that capture both the dynamical evolution of decisions, as well as their single or multi-objective impacts on performance.

*Interaction between behaviour and fitness landscape characteristics.* As discussed in Section 2.2, the manifest behaviour of an algorithm results from an interaction between the algorithm’s own operators and the fitness function. Consequently, developing understanding of the dependency of the algorithm’s behaviour on the fitness function characteristics is important. This leads to the following questions: (1) Do different fitness functions induce different behavioural responses from an algorithm or algorithm operators? As mentioned in Section 2.2, the operator behavioural characterisations mentioned above cannot be decoupled from their dependency on the fitness function, and building an understanding of this dependency/interaction is important. (2) Are there behavioural characteristics that work more effectively
for certain fitness function types than others? For example, for problem types that contain a “big valley” structure, initially exploitative behaviour followed by focused explorative behaviour could be more successful, however, the reverse may be true for problem types for which extrema are not tightly clustered within a sub-region of the decision space. A systematic evaluation of behavioural measures in relation to problem characteristics would also provide help with redesigning algorithms. It is important to overcome the classic calibration procedures that just establish links between parameters and performance statistics, which effectively consider the problem type as a black box. Understanding what behavioural attributes are most successful for certain problems with certain characteristics is an important first step towards providing a guiding framework for using the most effective algorithms and algorithm operators for problems with certain characteristics.

2.4 Algorithm Performance Assessment

Algorithm performance criteria are defined in order to assess how well an algorithm or algorithm variant has performed on a particular problem, or compared with other algorithms. In addition, algorithm performance measures can be used to gain insight into algorithm searching behaviour (e.g. Cheung et al., 2003; Zecchin et al., 2012), as discussed in Section 2.3, or as a stopping criterion (see Section 3.6).

Algorithm performance is generally defined in terms of effectiveness (i.e. how close the solutions found by an algorithm are to the globally optimal solution, or the Pareto front, in the case of multi-objective problems) and efficiency (i.e. how quickly an algorithm finds its best solution(s)) (Silver, 2004). Due to the stochastic nature of EAs, other factors also have to be considered, including: (i) reliability, which measures the variability in effectiveness and efficiency for repeated implementations of an optimisation algorithm on the same problem; and (ii) robustness, which measures the sensitivity of an algorithm to parameters and problem characteristics.

2.4.1 Current Status

Reliability. For single objective algorithms, reliability is represented by the average and standard deviation of the best solutions found in multiple runs, as well as the number of times the known best solution is found (Marchi et al., 2014). In multi-objective algorithms, reliability can be represented by the empirical attainment function (EAF), which measures the probability of an algorithm finding a solution that is better than or equal to a certain solution in a single run. The EAF is able to identify the parts of a Pareto set that have not been explored by the algorithm (da Fonseca et al., 2001) and has been used by López-Ibáñez et al. (2010) and López-Ibáñez and Stützle (2012) as a graphical method to compare the reliability of different algorithms.

Robustness. When robustness is used to measure an algorithm’s ability to solve different problems, it is often evaluated after the calibration of the algorithm parameters in an attempt to match the algorithm search to the problem characteristics. However, as parameter settings cannot always resolve issues related to the algorithm-problem interaction, and calibration is a time consuming process, research is moving towards the development of self-adaptive algorithms (discussed in section 3.5) and towards the concept of controllability (Hadka and Reed, 2012). A large controllability is a desirable property, as it means that an algorithm will be able to reach good results also when the parameters are modified.

Efficiency. As for many water resources problems the globally optimal solution(s) is generally unknown or
unable to be located using particular algorithms, the allowable computational effort is often set *a priori* and the best solutions found within the given computational budget are compared.

**Effectiveness.** For single objective algorithms, measuring algorithm effectiveness is relatively straightforward and is usually based on the best solution found. However, for multi-objective algorithms, the measurement of algorithm effectiveness is more problematic, as according to Zitzler et al. (2000), it is necessary to evaluate: (i) the distance of the final solutions obtained by an algorithm from the true Pareto front; (ii) the coverage of the non-dominated space; and (iii) the extent of the non-dominated front. However, the quantification of these characteristics is not an easy task and it is recognised that there is no single measure that is able to correctly represent the performance of a set of non-dominated solutions (Deb and Jain, 2002).

Commonly used metrics measuring solution convergence of multi-objective algorithms are: (i) the *hypervolume* metric (Zitzler, 1999) or its variants, which calculate the hypervolume of the region dominated by a set of solutions (e.g. Kollat et al., 2008; Kollat and Reed, 2006; Reed et al., 2013; Zitzler et al., 2003) and are dependent on the selected reference point; (ii) the *error ratio*, which computes how many solutions in a non-dominated set do not belong to the Pareto front and is biased by population size (Knowles and Corne, 2002); (iii) the runtime *ε-performance metric* (Kollat et al., 2008), which is based on a similar idea to the error ratio, and is biased by the value of the user-defined tolerance ε used to compute the proportion of solutions closer than ε to the reference set; (iv) the *generational distance* (Van Veldhuizen and Lamont, 1998), which represents the average distance, or the normalised average distance as in Kollat et al. (2008) and Deb and Jain (2002), between a set of non-dominated solutions and the nearest solution on the Pareto set, and decreases when a non-dominated point far from the true Pareto front is added to a non-dominated set; (v) the *Maximum Pareto Front Error* (Van Veldhuizen, 1999), which measures the maximum distance between the Pareto front and the non-dominated solutions found, and the additive *ε-indicator* (Zitzler et al., 2003), which represents the distance required to translate the non-dominated set A so that all solutions in A dominate the solutions in a set B, and favours a set that has all solutions close to the true Pareto front, rather than a set that has all solutions on the Pareto front, except one that is further away compared with the previous set.

Commonly used measures of diversity for multi-objective algorithms include the Schott’s *spacing metric* (reported in Knowles and Corne, 2002), the *Chi square deviation metrics* (Srinivas and Deb, 1994), the *diversity measure* (Deb and Jain, 2002) and the *Hole relative size* (HRS) (Collette and Siarry, 2005), which all measure the distribution of the solutions in the non-dominated set. In general, these metrics do not take into account that the solutions on the Pareto front may not be uniformly distributed.

There are other metrics, such as the *coverage metric C* (Zitzler and Thiele, 1999) and the *R metrics* described in Knowles and Corne (2002). However, these are not commonly applied, either because of issues with identifying the best non-dominated set or because of the computation time required (Deb and Jain, 2002).

Even though the quantitative metrics described above provide an indication of convergence and diversity, they can give misleading results, necessitating the use of visual comparison methods in many instances. One method used to visually assess algorithm performance is by a set of comparisons, each showing two of the objective function values of the solutions (e.g. Fu et al., 2012). Although this does not give a measure of how much an algorithm is better or worse than another, it highlights whether an algorithm is performing well in a particular region of the search space. The problem associated with this form of graphic evaluation is that it becomes more difficult when the number of objectives increases. For a relatively small number of
objectives, colour coding and sizes of symbols can be used in order to assess solutions in higher dimensions (e.g. Fu et al., 2012; Kasprzyk et al., 2013).

2.4.2 Research Challenges and Future Directions

Some of the research challenges and future directions associated with algorithm performance assessment include:

**Development of accurate, platform-independent measures of efficiency.** Measuring computational time using the number of function evaluations facilitates comparison of results obtained using algorithms run on computers with different computational power and by algorithms that use different population sizes and/or number of generations. However, there are still problems with comparing the run times of EAs with those of exact methods (e.g. linear programming) or measuring differences in the computational requirements of algorithm variants that incorporate different operators (e.g. local search), as algorithm operators can significantly increase overall run time without increasing the number of function evaluations. Consequently, there is a need to develop alternative measures of computational efficiency that are independent of the computational platform, but take all computational requirements into account.

**Addressing issues associated with computational efficiency.** Available computational power is currently a potential problem for two reasons: (i) testing algorithm performance requires multiple runs and (ii) some of the performance metrics are computationally expensive. Consequently, limitations in available computational resources could have a negative impact on the quality of the evaluation of algorithm performance. The magnitude of this problem could be reduced, although not completely resolved, by the introduction of more powerful computers and the use of some of the techniques for improving computational efficiency discussed in Sections 3.3 and 3.4.

**Development of improved performance measures for multi-objective algorithms.** For multi-objective algorithms, one of the major issues is that there is currently no metric (or set of metrics) that can completely describe the performance of an algorithm without biases. Therefore, there is still the need to confirm the results using some sort of visualization. Future research should therefore focus on: (i) developing a set of metrics that can reliably describe the performance of multi-objective algorithms without introducing biases caused by the choice of the reference point or the shape of the Pareto front; and (ii) improving the graphical visualization of multi-objective fronts.

3. Application to Real-World Problems

3.1 Overview

The application of EAs to real-world problems raises a number of methodological challenges, as illustrated in Figure 3 and outlined below. Current progress and remaining challenges surrounding each of these issues are discussed in Sections 3.2 to 3.9.

When solving real-world problems, problem formulation becomes more complex, as the number of decision variables, decision variable choices and objectives is generally larger. In addition, the selection and numerical specification of the most appropriate decision variables, constraints and objectives becomes
more difficult. This raises the question of how to best change the formulation of optimisation problems to cater to real-world problems (see Section 3.2).

As the number of decision variables and decision variable choices increases for real-world problems, so does the size of the search space. This makes it more difficult to find (near) globally optimal solutions and raises the question of what can be done to reduce the size of the search space, as “brute-force” optimisation approaches are unlikely to yield good results for search spaces of the size encountered (see Section 3.3).

Given that the search space is likely to be larger and the fitness landscape more complicated for real-world problems, computational efficiency can become a significant problem. This is compounded by the fact that the simulation models used to evaluate objective functions and/or check constraints are generally much more computationally expensive, potentially making optimisation runtimes prohibitive or preventing the identification of near globally optimal solutions within available computational budgets. This raises the question of how computational efficiency can be increased for real-world problems, so that problems can be solved in a reasonable timeframe, while enabling near-globally optimal solutions to be found (see Section 3.4).

Due to larger search spaces, more rugged fitness landscapes, the need to deal with multiple objectives and decreased computational efficiency, it is likely to be more difficult to identify near globally optimal solutions for real-world problems. This raises the question of which searching mechanisms (e.g. algorithms and parameterisations) should be used for solving real-world problems (see Section 3.5).

As a result of the increased computational burden and the need to consider competing objectives when dealing with real-world problems, it is more difficult to determine when convergence has occurred and what an appropriate level of convergence is. This raises the question of what termination / convergence criteria are most appropriate for real-world problems (see Section 3.6).

The consideration of multiple objectives poses the potential for broader understanding of performance trade-offs, but requires commensurate effort in advancing the value of these results for aiding decision makers (Balling, 1999; Castelletti et al., 2010a; di Pierro et al., 2007; Kasprzyk et al., 2013; Kollat and Reed, 2007b; Lotov and Miettinen, 2008; Reed and Kollat, 2013; Woodruff et al., 2013). For example, for two-or three-dimensional problems, Pareto optimal trade-offs can be visualised relatively easily. However, higher dimensions require more advanced visual analytics. This raises the question of how to best convey results to decision makers and what role the use of EA optimisation plays in the overall decision-making process (see Section 3.7).

Uncertainty is a feature of real-world problems and affects a number of areas of the optimisation process, such as problem formulation, the evaluation of objectives and constraints, and computational efficiency. This raises the question of how to best consider uncertainty in the optimisation of real-world systems (see Section 3.8).

In order to use optimisation algorithms as part of decision-making approaches for real-world problems, they must be able to be linked with complex simulation models in an efficient and robust fashion. In addition, they must be able to cater to all aspects of the optimisation process in a user-friendly fashion, including problem formulation, decision-making and uncertainty. This raises the question of how to best achieve this (see Section 3.9).
3.2 Changes in Problem Formulation

This section focuses on how to formulate real-world problems to meet the needs of end users. Problem formulation involves the specification of objective functions, constraints and decision variables (Figure 3). Objective functions are used to represent and quantify the broader problem objectives, such as defining a system’s cost or engineering performance, constraints can set limits on performance, such as the minimum percentage of demand that must be satisfied, and decision variables encode the design parameters or policy levers that can change. When formulating real-world problems, emphasis should be placed on generating alternatives that differ in their decision variable performance. In other words, visualizing the decision variable space may be helpful to get “maximally different” alternatives (Brill Jr et al., 1990). While, strictly speaking, problem formulation is concerned with the selection of objective functions, constraints and decision variables, this also has flow-on effects on other aspects of the optimisation process, such as the size of the search space, the characteristics of the fitness function, the ability to find near-optimal solutions and computational efficiency (Figure 3).

It should also be noted that for many real-life problems, the distinction between objectives and constraints is not always clear cut and in some instances, objectives could become constraints, and vice versa. For “hard” limits, such as regulatory requirements, use of a constraint may be more appropriate. At the same time, having a constraint will not reward performance above and beyond this limit and by relaxing constraints, different levels of performance can be determined. When constraints are turned into objectives, the associated trade-offs with other objectives can also be explored.

While in most studies in the literature problem formulation is taken as a given, when solving real-world problems, this is not the case. Instead, problems need to be formulated between analysts, decision-makers and other stakeholders. While an ideal problem formulation would capture all decision makers’ goals, as
well as each physical process relevant to the considered system, practical considerations can impose a number of limitations. For example, every objective function and constraint needs to be able to be evaluated, which is generally achieved with the aid of simulation models that link decision variable choices with the selected objective functions and constraints. However, such models might not be available, difficult to develop (especially for non-technical objectives) or computationally expensive. Therefore, analysts must have a greater focus on problem specification and the problem formulation itself. A number of the practical limitations identified by Rogers and Fiering (1986) in relation to systems analysis techniques are also relevant in this context. For example, the analyst may be forced, through rules or regulations, to use a specific simulation model. Similarly, they may be required to adopt certain decision variable definitions that may not be effective from the point of view of solving the problem. Additionally, with the increasing focus on social and environmental objectives, the problem can be challenging to represent in quantitative form.

3.2.1 Current Status

Whilst a number of water resource optimization studies have examined complex real-world problems, including consideration of environmental and social water objectives (e.g. Becker et al., 2006; Wang et al., 2009; Yang and Cai, 2010; Yin et al., 2012), they are often limited by the ability to model these systems properly. In addition, the decision variables, objective functions and constraints are generally assumed to be known (e.g. Newman et al., 2014; Paton et al., 2014; Wu et al., 2013). However, some progress has been made in relation to the development of approaches that consider stakeholder input in the problem formulation phase. For example, participatory approaches in which problem formulations are constructed in collaboration with stakeholders have been advanced in a series of studies by Babbar-Sebens and Minsker (2008, 2010, 2012), Babbar-Sebens and Mukhopadhyay (2009), Piemonti et al. (2013), as well as Castelletti and Soncini-Sessa (2006). In addition, Singh et al. (2009), Singh et al. (2008), Singh et al. (2010) and Singh et al. (2013) present interactive optimization approaches that incorporate qualitative information into the problem formulation using stakeholder rankings of interim solutions. Similar ideas have been developed in Castelletti et al. (2010b) and Castelletti et al. (2011) and “Problem Structuring Methods” can also help to implement traditional operations research approaches with diverse sets of stakeholders (Rosenhead, 1996).

Progress has also been made in relation to investigating the impact of the consideration of the number of objective functions. While real-life problems are generally characterised by multiple, competing objectives (e.g. social, environmental, technical, economic), different levels of aggregation of these can be used in the objective functions specified for the optimisation problem. If a single objective function is used, one optimal solution to the problem will be sought. However, some theoretical work has shown that it is difficult or impossible to create an internally consistent aggregation function to achieve this (Franssen, 2005). At the other end of the spectrum, there is an emerging paradigm for “many” objective analysis of more than four objectives (Fleming et al., 2005; Woodruff et al., 2013). However, the inclusion of too many objectives could prove problematic. For example, Teytaud (2007) discussed technical problems with including more than 10 objectives, and there are also perceptual limitations to considering this many performance criteria simultaneously.

3.2.2 Research Challenges and Future Directions

Identification of impacts of simplifications and assumptions. Given the challenge of representing real
world problems in an optimisation framework, greater emphasis is required to identify the impacts of simplifications and assumptions, within both the model and the optimisation components, on the resulting solutions. An example of one such challenge is how the problem formulation changes over time. In this respect, the problem formulation itself can be seen as a type of optimisation problem. Three reasons for this are (i) that the needs of stakeholders change over time, (ii) technology (and therefore the suite of feasible alternatives) changes, and (iii) problem perception changes based on problem learning. In general, analysts should be concerned with how sensitive the ultimate selection of solutions is to the problem formulation considered.

Mathematical representation of objectives and constraints. In addition to the difficulties associated with the articulation of appropriate objectives and constraints for real-world problems, analysts face the challenge of how to represent these as a set of mathematical equations. Although decision-makers may know their goals (for example, equity in trans-boundary management, or environmental concerns), it may be challenging to translate these into equations. The success of the optimisation paradigm depends on whether it is meaningful to map abstract or conceptual goals (such as improving ecosystem health) and other metadata into one or more numerical metrics, expressed as some combination of objectives and constraints. A practical limitation of such a mapping is the difficulty in comprehending the Pareto optimal trade-offs in many-objective problems and in arriving at a preferred solution. This is further addressed in Section 3.7 and in the multiple-criteria decision making literature (e.g. Hyde and Maier, 2006; Hyde et al., 2004; Hyde et al., 2005). Additionally, there should be further work on linking the properties of algorithms to the number of objectives, especially with the increasing consideration of larger numbers of objectives when optimising real-world problems. This can be combined with approaches to reduce the number of objectives (e.g. Brockhoff and Zitzler, 2009; Giuliani et al., 2014a).

Development of understanding of limitations and strategies for increasing relevance and credibility. In some regards, all formulations are based on scenarios or exogenous data that represent assumptions about the system which may not be within the control of the simulation and optimisation approach. As the optimisation outcomes are conditional on these scenarios, the practical relevance of the resulting solutions depends very much on how decision makers feel about the credibility of the scenarios or metadata used in the decision-making process (Aumann, 2011). This also has relevance to optimisation under uncertainty (see Section 3.8). Which simulation model is used is also a function of the computing technology used. Several years ago, high performance computing applications were much more difficult to use. However, high performance computing allows for longer function evaluation times (and thus larger simulation models to calculate objectives). Simulation model complexity may be able to be adjusted so as to be commensurate with computational demands. This can also facilitate changes to the problem formulation itself in the form of a learning feedback loop.

Another way to frame the argument is to ask: when is optimisation useful and not useful in solving real-world problems? There has been some discussion about the usefulness of optimisation in public sector planning, which predated EAs (see Liebman, 1976). Liebman argues that optimisation should be framed not as a process where the analyst gives “the” answer to the decision maker, but rather that optimisation facilitates learning about the problem. Even when optimisation is undertaken, the process could be considered to be fluid and iterative. For example, Becker et al. (2006), in an application of EAs to three real-world groundwater remediation sites, found that decision makers often asked for modifications to the formulations (e.g. new constraints) after viewing initial results that gave new insights into the remediation systems.

As mentioned previously, EAs have bolstered our ability to solve problems that are more relevant to real-
world systems. As this technical solution becomes more feasible, it is reasonable to expect more careful real-world scrutiny of the optimisation paradigm and its relevance to decision making. The challenge will be to develop a deeper understanding of the “sociology” of multi-objective optimisation in complex problems (i.e. how engineers, decision makers, policy makers and other stakeholders interact) to identify obstacles and devise corrective strategies.

3.3 Reduction in Size of Search Space

As many real-world optimization problems are defined on a large parameter search space, EAs may have difficulties finding solutions that are close to the global optimum. However, as a result of recent breakthroughs in algorithms for solving large optimisation problems, coupled with dramatic improvements in computing power, some algorithms are able to find solutions that are sufficiently close to the global optimum for practical purposes. Nevertheless, even in these situations, the required computational effort can be extremely large.

The above problem is a result of the so-called ‘curse of dimensionality’, where the search space grows exponentially with the growth in decision space dimension (Bellman, 1961), i.e. the number of decision variables or their precision. For example, if searching over a one-dimensional unit-interval space with precision of $10^{-2}$, one needs 100 (or $10^2$) sample points to visit each and every point. However, a search for a solution in a 10-dimensional space would require $10^{20}$ sample points to guarantee the same accuracy. It is, therefore, intuitive that a reduction in the size of a search space will lead to better computational efficiency (a lower number of function evaluations) and a greater chance of identifying higher quality solutions (i.e. closer to the global optimum/optima). However, for real-world problems, a reduction in the size of the search space generally results in its approximation, either because a number of decision variables have to be fixed prior to optimization or because the nature of interactions among the decision variables precludes effective size reduction. This could potentially exclude the region that contains the true global optimum/optima, and thus reduce the quality of the solution(s) found. Consequently, some kind of reduction strategy for large search spaces is desirable, but with safeguards against missing the most promising regions of the space. As discussed in Section 3.4, strategies for increasing the computational efficiency of EAs can also be considered (separately or in conjunction with a reduction in the size of the search space) in order to address this problem.

3.3.1 Current Status

A number of possible methods for reducing the size of a search space exist, including those based on changes being made to the search space itself (independently of the search algorithm used) or those based on changes to the search algorithm (i.e. incorporating some type of a problem-specific heuristic to reduce the size of the search space). A hybrid between the two approaches is also possible.

Methods based on changes to the search space. Adaptive grid methods (where grid refers to the finite number of points in the search space) normally start out with an initial coarse grid with relatively few points and subsequently increase the number of points in the grid. Examples of such approaches are fixed-length encoding, such as Dynamic Parameter Encoding (Schraudolph and Belew, 1992), or the use of variable-length chromosomes, as is the case with a Messy GA (Goldberg et al., 1989). Dynamic Parameter Encoding adaptively controls the mapping from fixed-length chromosomes to real values, such that at each subsequent iteration, the algorithm searches over a smaller search space. Ndiritu and Daniell (2001) used a similar approach to refine the search space of a GA used for rainfall-runoff model calibration.
Another approach to reducing the search space is based on a Delta coding GA (Whitley et al., 1991), for which each individual iteration corresponds to a single run of a GA with a changed mapping strategy. In particular, after each run of the GA, the algorithm is restarted with the coding for each decision variable representing a distance (or delta value) away from the most recent solution obtained in the previous GA run. The delta value is then changed to facilitate a refined search around the most recently found solution. Similar approaches have been used in water management practice by Afshar (2006, 2012). A Messy GA, on the other hand, uses variable-length strings that combine short, well-tested building blocks to form longer, more complex strings that increasingly cover all features of a problem under investigation. Examples of Messy GAs adapted and used for the design of water distribution networks are presented by Halhal et al. (1997), Walters et al. (1999) and Wu and Simpson (2001).

Another group of methods that change the search space itself uses specialised problem encoding to produce solutions that are always valid, thereby restricting the search space to the feasible region. However, these methods often require changes to the algorithm itself, as standard EA operators (e.g. crossover and/or mutation) may not be appropriate. Examples of such approaches are presented by Walters and Lohbeck (1993), Walters and Smith (1995) and Savic and Walters (1995). Alternatively, ant colony optimisation algorithms can be used to dynamically reduce the size of the search space during the optimisation using if-then rules for problems that can be represented in the form of a decision tree, where the selection of particular decision variable values affects the availability / feasibility of decision variable options at subsequent steps in the decision-making process (Foong et al., 2008a; Foong et al., 2008b; Szemis et al., 2013; Szemis et al., 2012; Szemis et al., 2014).

Probabilistic Model Building Genetic Algorithms denote a group of optimisation methods that search by identifying critical building blocks in the decision variable space (i.e. by identifying the most important decision variables and their relations). As a consequence, the search space is modified / reduced and hence the optimisation is performed in a more efficient manner. Several such methods, including the Hierarchical Bayesian Optimisation Algorithm and the Univariate Marginal Distribution Algorithm, have been used successfully for water distribution system optimisation by Olsson et al. (2009).

For problems that require evaluation of a computationally-intensive model with spatial dimensions, Babbar and Minsker (2006) and Sinha and Minsker (2007) developed multiscale GAs that reduce the search space by using coarse simulation model grids, periodically redirected using finer grids.

**Methods based on changes to the search algorithm.** Examples of methods based on changes to the search algorithm (using heuristic information/knowledge) include those that use some knowledge of the problem under consideration to modify the underlying search methodology. For example, Kadu et al. (2008), Zheng et al. (2011) and Zheng et al. (2013a) used critical/shortest path methods to reduce the search space for the optimal design of water distribution networks.

Preconditioning is a technique that uses a set of known good solutions as starting points to improve the search process (Nicklow et al., 2010). Although it does not directly change the optimisation algorithm, the results of preconditioning often improve the computational efficiency of the methodology. Examples from the field of the design of water distribution networks (Kang and Lansey, 2011; Keeble and Khu, 2005), sewer networks (Guo et al., 2007), and groundwater remediation (Becker et al., 2006) use a set of domain specific rules to improve a solution before using it to seed a GA run. Alternative approaches are based on global sensitivity analysis (Fu et al., 2011), the use of engineering judgement and historical information (Pasha and Lansey, 2010), or graph decomposition methods.

The methodologies for reducing the search space presented above illustrate the approaches that have been
tested and implemented in various studies. However, they also indicate what could be implemented in various EA problems, either as individual search space reduction methods, or as potential hybrids.

3.3.2 Research Challenges and Future Directions

Despite advances in computing power and parallel computing, the need for reducing the size of the search space is still as acute as it was 30 years ago when EAs were in their infancy, as we attempt to solve larger and larger problems. Several research challenges and future directions emerge from the analysis of the current state of search space reduction methods:

Development of a generic EA methodology that will be independent of the problem under consideration. On one hand, a classical binary GA is an example of a generic EA methodology developed to tackle a wide variety of optimization problems. On the other hand, there are highly specialised EA methodologies that are developed to solve one specific type of problem. While the advantages of having a universally applicable methodology are obvious, the price to pay is often the loss of computational efficiency or poor quality results when applied to a problem with a large search space. For example, Guo et al. (2007), Kadu et al. (2008), Keedwell and Khu (2005) and Zheng et al. (2011, 2013a, b) demonstrate that carefully structured problem specific EA implementations outperform their generic counterparts. From this standpoint, an important question to be answered is: Can more generic methods be developed (e.g. Rothlauf, 2011) to decompose large-scale problems into a series of approximately decoupled smaller problems (more amenable to practical optimisation), and recombine the information gained from the small problems to inform the solution process of the full-scale problem? It is likely that only a compromise is possible, where a balance between completely generic and problem-specific methodologies has to be obtained. A further question that needs an answer is: How would this methodology be different for continuous and discrete decision problems?

Development of improved preconditioning and iterative search space reduction methods. Various forms of preconditioning to improve search efficiency (e.g. by performing sensitivity analysis, identifying critical building blocks, and applying a deterministic heuristic) have been investigated in the literature. In addition to preconditioning an EA run, the process can be repeated with the algorithm being restarted at various times with each subsequent run using the most recent results (e.g. Afshar, 2006, 2012). It is, therefore, important to consider elements of a generic space reduction framework including, but not limited to, the best timing, discretization, and adaptive strategies (e.g. agent-based EAs, delta coding, etc.).

Development of theoretical and empirical analysis frameworks for space reduction strategies. Although theoretical analysis of EAs has received increasing attention over the years, most studies in the available literature focus on a particular application within a narrow application domain (e.g. Gibbs et al., 2008; Simpson and Goldberg, 1994). There is, therefore, much work to be done on investigating the theoretical underpinnings of space reduction methods for EAs. Similarly, research efforts aimed at investigating the computational efficiency of various search space reduction techniques in a systematic, empirical fashion, making use of rigorous statistical analyses, are needed.

3.4 Increase in Computational Efficiency

Whatever computational power is at one’s disposal, there will always be a temptation to solve more complex problems faster. Apart from simply buying a faster computer, there are other ways to address this problem by performing model-based optimisation in a smarter way. The most important of these are: (i)
surrogate modelling, (ii) the use of parallelization, (iii) population pre-processing, and (iv) using heuristic information to reduce the size of the search space, as discussed in Section 3.3. Areas where increased efficiency is especially important include (i) all problems where complex models are employed for fitness function estimation (e.g. two or three-dimensional finite element (volume) models used in hydrodynamics and groundwater), (ii) problems with extremely large search spaces (e.g. multi-reservoir optimisation problems), (iii) situations where very fast estimates of the optimal solution are needed (e.g. real-time control applications), and (iv) problems requiring Monte Carlo replication to make uncertainty “visible” to the optimizer (see also Section 3.8).

3.4.1 Current Status

Surrogate models (SM). Surrogate modelling (also known as meta-modelling or emulation modelling) has been popular in applications where computationally intensive simulation models are used to estimate objective functions and constraints, as they mimic the behaviour of the simulation model as closely and consistently as possible, while being computationally cheap to evaluate.

One approach to emulating complex models is dynamic emulation modelling (or model reduction), where a high fidelity simulation model is replaced by a lower order dynamic model identified by selection or reduction (i.e. projection) of a subset of the original model variables (Castelletti et al., 2012a). This approach has been used, for example, for reducing the dimension of a groundwater model (see McPhee and Yeh, 2008; Siade et al., 2012), for optimizing groundwater pumping rates (Ushijima and Yeh, 2013) and for water quality remediation planning in lakes and reservoirs (Castelletti et al., 2012b; Castelletti et al., 2014). It should be noted that this approach is particularly useful for specific mathematical tasks requiring knowledge of system behaviour over the whole simulation horizon (e.g. optimal control).

When dealing with simulation-based optimisation, an alternative is to emulate the simulation model by developing a non-dynamic mapping (regression) of the complex model inputs into the outputs, namely objective functions and/or constraints (Bieker et al., 2007; Blanning, 1975; Broad et al., 2005; Broad et al., 2010; Gorissen et al., 2010; Keating et al., 2010; Kleijnen, 2009; Laloy et al., 2013; Queipo et al., 2005; Yan and Minsker, 2006, 2011). There are a number of reviews of the use of these techniques in optimisation, including Jin (2005) and Knowles and Nakayama (2008), as well as a dedicated edited volume on “Computational Intelligence in Expensive Optimization Problems” (Tenne and Goh, 2010) (in particular, reviews by Shi and Rasheed (2010) and Santana-Quintero et al. (2010 therein). In addition, Razavi et al. (2012) presented an extensive review of surrogate modelling in water resources and recent developments and applications to environmental systems are also presented in a special issue on “Emulation techniques for the reduction and sensitivity analysis of complex environmental models” (see Ratto et al., 2012).

There are two problems to consider with SM: (i) choosing the best method for building a SM with data generated by the exact model (see Santana-Quintero et al., 2010) and (ii) choosing or developing MOEA schemes (or restructuring existing ones) that are able to use a SM instead of the exact model in the most efficient way. This is what is called “metamodel-enabled optimizers” by Razavi et al. (2012), and is referred to as SM-based optimisation (SMBO) algorithms (SMBOA) in this paper.

Historically, there has been an increase in sophistication of the algorithmic schemes used. Early papers on using SMs in water-related problems used a straightforward strategy for addressing the above issues. This includes sampling enough data by running the exact model and training a SM, and using it without change or further enhancement to estimate the objective function in an optimisation algorithm. Examples of this include Solomatine and Torres (1996), Rao and Jamieson (1997), Maskey et al. (2000) and Khu et al. (2004). A natural improvement to this approach is to use an iterative scheme of building a sequence of the
progressively improving SMs for the current locality of search as optimisation progresses (thus forming a coordinated sequence of local models). This approach was possibly outlined first by Nain and Deb (2005). A variety of enhancements to this general approach have been proposed, including different sampling strategies (Knowles, 2006), dynamic algorithm control (Gaspar-Cunha and Vieira, 2005), and online retraining (Bi and Dandy, 2013; Xu et al., 2014; Yan and Minsker, 2006, 2011).

In practically all applications areas where optimisation is used with complex models, SMBO is employed as well. Except for the groundwater remediation design examples already noted, the approach has also been used extensively in water distribution system optimisation applications (e.g. Behzadian et al., 2009; Broad et al., 2005; Broad et al., 2010) and in real-time control (Hutton et al., 2014).

As highlighted by Razavi et al. (2012), there are challenges and limitations to current surrogate modeling capabilities. Frequently, applications have been limited in the numbers of decisions (often < 10), types of decisions (typically real-valued), and numbers of objectives. A key concern in using this efficiency enhancement is to carefully ensure that these restrictions do not adversely limit the consideration of relevant problem formulations.

**Parallel/cloud computing.** Since most EAs can be easily parallelized, an obvious solution to increasing computational efficiency is to employ parallel computing devices. Lately, there are many options that are directly available in professional practice, including multiple cores, graphical processing units, accelerators and co-processors, and clusters of PCs (e.g. office clusters, or dedicated clusters), with supporting software like the MATLAB Parallel Computing Toolbox and Cloud computing platforms like Amazon EC2. To make best use of this technology, computer codes have to be designed to enable synchronization and exchange of information between different processors, and the design of algorithms has to take into account particular parallel implementations. Message-passing protocols, such as MPI (Message Passing Interface) or PVM are supported for a number of programming languages, and some languages explicitly support parallelization, such as FORTRAN 2008 and higher level languages, such as Octave (Vrugt et al., 2006). In EA applications where function evaluations dominate total computation time, master-worker algorithms are appropriate and simple to implement (Tang et al., 2007). There are many examples of the successful use of the abovementioned approaches (Mortazavi et al., 2012).

### 3.4.2 Research Challenges and Future Directions

Some of the research challenges and future directions associated with improving computational efficiency are outlined below.

**Development of additional guidelines for SM development.** Despite significant progress in the development of SMBO, as discussed above, there are still a number of research challenges that need to be addressed:

1. **There are no rigorous guidelines in relation to the sampling strategies (i.e. running the exact model) required to enable adequate representation of the exact model by the SM.** This is an issue both for SMs that are developed prior to optimisation and those developed progressively during optimisation. Oversampling can have a significant negative impact on computational efficiency, and undersampling can impact accuracy. If information about the fitness function is available (see Section 2.2) sampling can be adaptive, with increased sampling in more “rugged” areas of the fitness function and reduced sampling in “smoother” regions of the fitness function, or by checking the rate of variation in the fitness function (e.g. by using the Lipschitz constant) and adjusting the sampling rate accordingly. A related approach is to begin with a small number of samples as a rough approximation and then
"localize" sampling and perform more fine-grained sampling in promising regions of the search space (e.g. Xu et al., 2014; Yan and Minsker, 2006). Further research is needed to develop guidelines on how much and when to perform the coarse- vs. fine-grained sampling on a variety of applications.

2. **Since inputs to data-driven SMs generally include the decision variables, and since these have a direct impact on the objective function and constraint values of interest, the number of inputs to SMs increases significantly for real-world problems.** This makes SMs more difficult to develop and reduces their computational efficiency. Consequently, approaches need to be developed that enable only critical inputs to SMs to be identified, so that the number of inputs to SMs can be reduced. The use of sensitivity analysis, as was done by Fu et al. (2011), is one way of achieving this. Alternatively, the use of techniques for the selection of inputs to data-driven models (Bowden et al., 2005a; Bowden et al., 2005b; Fernando et al., 2009; Galelli and Castelletti, 2013; Galelli et al., 2014; May et al., 2008a; May et al., 2008b) might be worthwhile. For example, these are at the core of selection-based dynamic emulation proposed by Castelletti et al. (2012b). An alternative approach to using data-driven SMs is to use projection-based model reduction techniques, as mentioned at the beginning of Section 3.4.1.

**Addressing issues associated with SM errors.** SMs are only an approximation and therefore subject to errors. This raises a number of interesting questions, including:

1. **What impact do errors in the SM have on the optimisation process?** This is particularly pertinent in the case where SMs are used to estimate constraints, as a slight over- or under-estimation of a constraint by the SM can render an infeasible solution feasible and vice versa, which could have a significant impact on the optimisation process. Some strategies for dealing with this issue have already been suggested (e.g. Broad et al., 2005; Broad et al., 2010), but these need to be generalised and tested in a systematic manner.

2. **Under what conditions are SMs better able to approximate simulation models?** It would be useful to have some information about the degree of difficulty with which different types of surrogate modelling approaches (e.g. ANNs, splines, instance-based learning) are able to approximate simulation models with different properties (e.g. degree of nonlinearity, number and type of discontinuities). Some of the approaches discussed in Section 2.2 might be useful in this regard.

**Overcoming technological issues associated with the implementation of parallel computing.** In parallel computing, there are issues (many of them purely technological) that are awaiting solutions, including (i) ways to allow execution of the same code (model) on multiple cores of a single PC, (ii) better tools for programming graphical processing units, (iii) resolving issues of multiple software licenses for Cloud solutions, and (iv) better understanding the effects of different parallelization strategies (Cantu-Paz, 2000) on solution quality. However, the expectation is that in several years, the use of parallel computing in all of the forms mentioned above will be common practice, spanning possibly to smartphones used as processing nodes. This could support crowd-sourcing of both computational effort and stakeholder input on interim solutions.

3.5 Ability to find Optimal Solutions

Evolutionary algorithms are sometimes described as ‘off-the-shelf’ optimisation algorithms, capable of optimising any design or function. Whilst they are widely applicable to many optimisation problems, their ability to find optimal or near-optimal solutions often relies on the selection of appropriate algorithms and
parameters. Selection of the most appropriate algorithm and algorithm parameterisation is particularly important when dealing with real-world problems, as complex simulation models are generally used for objective function and constrain evaluation, as discussed previously.

3.5.1 Current Status

In order to determine the most appropriate parameter settings of EAs, many papers have focused on the use of extensive trials with different parameterisations. In addition, there is a great deal of literature on the more sophisticated idea of automating the tuning and selection of algorithm parameters. Example algorithms of this type include adaptive mutation operators (e.g. Serpell and Smith, 2010), which can adapt to a number of signals during the run: (i) time-variant, where the parameter changes according to the length of time the optimisation has been running; (ii) progress-variant, where the parameter is tuned according to the level of success attained by the algorithm and (iii) operator-improvement-variant (Hadka and Reed, 2013), where the probability of applying an operator is related to its previous success in generating good solutions. Alternatively, appropriate parameters can be selected based on underlying theory (e.g. Gibbs et al., 2008; Gibbs et al., 2010; Gopalakrishnan et al., 2003; Reed et al., 2007; Reed et al., 2000) or the properties of the fitness function (e.g. Gibbs et al., 2011).

In order to identify the best algorithm, significant research effort has been directed towards the development of a single universal genetic operator for population evolution that is always efficient for a diverse set of optimisation problems. Exceptions include self-adaptive or memetic algorithms combining global and local search in an iterative fashion. Reliance on a single biological model of natural selection and adaptation presumes that a single method exists that can efficiently evolve a population of potential solutions through the parameter space and work well for a diverse set of problems. However, existing theory and numerical benchmark experiments have demonstrated that this is not possible. This is because the characteristics of the fitness function can vary considerably between different optimisation problems, as discussed in Section 2.2, and perhaps more importantly, can change en route to the global optimal solution.

In recognition of this fact, a number of self-tuning and self-organising optimisation algorithms have been developed (Hadka and Reed, 2013; McClymont et al., 2013; Vrugt and Robinson, 2007; Vrugt et al., 2009). For example, selective hyperheuristics (McClymont et al., 2013) control movements in the search space by determining the order of application of a set of lower level heuristics, effectively optimising the algorithm whilst optimising the problem. Multi-method search (Vrugt and Robinson, 2007) load-balances a set of global optimisation algorithms and problem-specific heuristics by assigning computational time to the algorithm that has generated the most effective solutions. These methods have begun to demonstrate that the precise configurations of algorithms and the way in which they search the space can be adapted online during the optimisation process, and that this adaptation can be used to overcome difficult areas of the search space and to create custom algorithms for a particular problem instance.

3.5.2 Research Challenges and Future Directions

Selecting the best algorithm and algorithm parameterisation. The searching methods described in Section 3.5.1 each adapt to the problem to which they are applied. The selection of the best method to achieve the required optimisation performance is therefore perhaps less important than with other algorithms. However, these methods can be placed on a continuum in terms of flexibility and computational complexity, at least from a theoretical perspective. Adaptive operator methods are the least flexible in that they are restricted to operating with a single algorithm type, but are the least computationally complex, as the only additional search requirement is the discovery or modification of application probability or
probabilities. Multi-method search is more flexible in that the method selects an algorithm or combination of algorithms that perform best on a particular problem instance, but there is additional computational load in searching algorithm space in addition to the search space. Selective hyperheuristics are the most flexible in that they can create algorithms that transcend traditional algorithm boundaries, but there is an inevitable additional computational penalty in simultaneously searching both the operator sequence and problem space. However, this is a rather idealised scenario and in reality, the lines between these methods are rather blurred, depending on their exact formulation and parameter settings.

While these algorithms are able to adapt to various problem types and are therefore more widely applicable, deploying these algorithms will require careful consideration of a new set of search parameters relating to the search of the ‘algorithm’ space. Some questions that require an answer in relation to this are (i) Which type of algorithm (e.g. adaptive operator methods, multi-search methods, hyperheuristics) is most appropriate for a particular application?; (ii) Which operators/heuristics/algorithms should be included in the process? Larger numbers increase flexibility, but also increase the search space and longer runs are required to gain enough statistical information on each operator, heuristic, and algorithm; (iii) How best should we prioritise one operator, heuristic, or algorithm over another? The method chosen must ensure that it is searching the optimisation space effectively and many of the same challenges exist with searching this space as the actual problem space; and (iv) What information should be collected from the optimisation? Optimisation progress can be measured in many ways, particularly when many objectives are considered (see Sections 2.3 and 2.4). Determining the markers of performance will be crucial to the correct weighting of operators, heuristics, and algorithms.

In relation to point (iii) above, one way of improving the performance of multi-search methods might be to increase the continuity in the way information from different algorithms is used. At present, multi-method optimisers generally use a discrete set of search algorithms to evolve the population to the global optimum. The number of points each constituent algorithm is allowed to create at the current generation depends on its (immediate) past reproductive success. Further improvements to the search efficiency could probably be made if such switching between algorithms is replaced with a more continuous update rule.

In relation to point (iv) above, a potential area of improvement is the utilisation of fitness landscape information (see Section 2.2) to inform algorithm parameterisation. At present, reproductive success is used as the main indicator of performance, resulting in an indirect use of fitness landscape information to iteratively guide the selection of an appropriate optimisation algorithm at different stages of the search. However, algorithm efficiency could potentially be enhanced significantly if more explicit knowledge of the fitness landscape is being used (see Sections 2.2 and 2.3). If we could quantitatively summarize, in one or multiple diagnostic metrics, the shape and geometry of the local (and global) fitness landscape, then, for multi-method algorithms, for example, this information could be used to select an algorithm that is known to exhibit the most efficient searching behaviour under those conditions. For example, if such measure(s) tell(s) us that the (local) response surface is rather deterministic, then a gradient-based local search algorithm will suffice and be most efficient. On the contrary, if the (set of) diagnostic metrics indicate the presence of a rather chaotic and non-ideal fitness landscape with numerous local optima, stochastic search methods, such as CMA-ES and simulated annealing, would be preferred. Thus, summary diagnostics of the fitness landscape will help decide which algorithm to use at what stage of the search. Such procedures would mark a major advance in the field of optimisation, and provide much better insights into the peculiarities of a given optimisation problem (see Sections 2.2 and 2.3). However, accurate calculation of appropriate fitness landscape characteristics in high dimensions is difficult and computationally demanding. Consequently, as discussed in Section 2.2, there is a need to determine whether there is value in following this path.
Efficient implementation of algorithms. Techniques such as multi-method search and hyperheuristics offer parallelism not just in computation, but in the optimisation approach. One of the key challenges that awaits researchers is the deployment of these algorithms on hardware platforms with very different characteristics (see Section 3.4). The rise of general purpose GPU processing heralds a new type of computation where many, relatively low-powered processing units are tightly integrated. As has been well documented elsewhere, GPUs represent the best trade-off between cost and performance in current hardware and so the adaptive methods described here will need to embrace this development (Tsutsui and Collet, 2013). There are challenges, of course, as constructing an optimisation approach for a GPU is very different to writing one for a CPU, multi-core CPU or even an MPI implementation. They have relatively small amounts of onboard memory and even smaller amounts of local ‘cache’ memory, which needs to be utilised efficiently to keep the (often thousands) of processor cores busy. However, the largest task is to determine how to best divide an adaptive optimisation process running on a water resources problem into many thousands of simultaneous parts, and one suspects that this will ultimately be best achieved through some automated process.

3.6 Stopping / Convergence Criteria

The purpose of algorithm stopping/convergence criteria is to decide when an EA should terminate. The criteria should ensure that premature termination does not occur, while also avoiding unnecessary computations. For well posed operations research problems, such as linear and nonlinear (e.g. gradient methods) programming models, convergence criteria are well defined, as the algorithm’s analytical properties are quantified, and can be further translated into analytical optimality conditions. However, evolutionary algorithms are usually invoked in those instances in which conventional non-linear programming techniques are likely to fail. In such cases, approximate stopping criteria are needed, as the problems have no defined properties (e.g. convexity) to rely on for extracting conditions under which an optimal solution is attained.

3.6.1 Current Status

Zielinski et al. (2005) provided the following classification of criteria for EA convergence/termination:

1. **Exhaustion-based criteria**: reaching a certain number of objective function evaluations or number of generations. These are the most common criteria in EAs and depend on a time constraint limit or CPU budget.

2. **Reference criteria**: the algorithm terminates when a certain percentage of the population has converged.

3. **Improvement-based criteria**: when improvements in the objective function continue to be small for some time, the optimisation algorithm is terminated, using criteria such as: (i) the best/average objective function value improvement is below a threshold for a number of generations, or (ii) no objective function improvement for a specified number of generations.

4. **Movement-based criteria**: changes in the population with respect to the average objective function value or their parameters are below a threshold for a number of generations.

5. **Distribution-based criteria**: using "distances" as criteria for convergence, such as checking whether the maximum distance from every vector to the best population vector or the standard deviation of
the vectors is below a threshold.

6. **Combined criteria**: stopping criteria combinations, such as: if the average population/objective function improvement is below a threshold for a number of generations, check if the maximum distance is below a threshold.

Zielinski and Laur (2007) evaluated the performance of several stopping criteria that react adaptively to the state of the optimisation run. The examination was done on the basis of a constrained single-objective power allocation problem using a particle swarm optimisation (PSO) algorithm. Marti et al. (2007, 2009) developed a stopping criterion for single and multiobjective optimisation problems which combines the mutual domination rate (MDR) improvement indicator, along with a simplified Kalman filter that is used as an evidence-gathering process. The MDR is aimed at tracking the progress of the optimisation with low computational cost and thus at solving single or multiobjective optimisation problems efficiently. Studniarski (2010) derived a stopping criterion for a general Markov chain model of a multiobjective genetic algorithm. Through establishing an upper bound, a stopping criterion is derived which guarantees that at least one minimal element is a member of the last generated population. Bhandari et al. (2012) suggested that the variance of the best fitness values obtained in the iterations of a genetic algorithm, coupled with elitism, should be considered as an improved termination criterion for the optimisation process.

### 3.6.2 Research Challenges and Future Direction

The research literature on stopping/convergence measures for EAs typically consists of three stages: (1) review of existing criteria, (2) suggestion of new, improved measures, and (3) testing of the suggested measures on given test functions and/or simple case studies.

Through stage (3) of the above process, the efficiency/advantages of the proposed measure(s) are aimed to be "proved". Stage (3), however, does not hold a generic proof of the suggested measure’s success, as this is case dependent. The initial question of termination selection criteria for a given problem (which is likely to be different than any of those presented in the literature) is thus left unresolved. The advantage, however, of new criteria is in their diversity.

Future directions for the development of stopping/convergence criteria for EAs can consist of the following: (1) to mathematically relate rigorous properties of the complexity of different problems to selected stopping criteria (e.g. model size, number and type of equations and decision variables, level of nonlinearity), (2) to link stopping conditions to the parameters of EAs (e.g. for a GA, types of selection, crossover, and mutation), (3) to establish an empirical library of types of problems or problems with certain properties of the fitness landscape (see Section 2.2) versus successful convergence measures. The success of any new termination measure should be tested against the traditional default stopping condition of a maximum number of generations or maximum CPU/execution time.

The methods listed above can be combined with a qualitative, visualization-based approach to setting stopping criteria. Interactive visualizations (Kollat and Reed, 2007a) of the search process as a function of increasing generations can be employed to indicate search progress. If the objective function (or Pareto approximation set) is not improving, this information can supplement the quantitative stopping criteria to add information for the analyst.

In general terms, it is not expected that there will be an *a priori* guarantee that any particular criterion will work better than another for a given problem. Testing of different options will always be a necessity. However, general guidance on better convergence measures for categorical problems should and could be
provided. This is particularly the case for multi/many objective problems, for which the measurement of performance and convergence is particularly difficult (see Section 2.4).

3.7 Decision-Making

Ultimately, optimisation is a tool used to support decision-making and improve problem understanding. Making good decisions is difficult, highly subjective, and dependent upon stakeholder views. Almost all water resources problems are characterized by multiple conflicting performance criteria, compounded with conflicting views on the definition of what makes a “good” decision. This speaks to the importance of this issue. Involving decision makers in the optimisation process is therefore important to enhance their ability to ultimately make sound decisions.

3.7.1 Current Status

Whilst optimisation is well recognized in research as being a useful tool to assist in water resource management decisions (e.g. Nicklow et al., 2010), there has been a lack of uptake by decision makers (Jones et al., 2002; Oliveira and Loucks, 1997). However, there is increasing interest in adopting such tools, particularly in urban water planning, such as discussed in a recent planning exercise at Colorado Springs Utilities in the USA (Basdekas, 2014). This interest highlights the need for providing accessible optimisation decision making tools and support.

As with any decision making process, the way in which optimisation is applied is dependent on decision maker objectives. As discussed in Section 3.2, “real-world” problems are rarely defined by a single performance measure. Instead, they are best solved using multiple performance criteria (referred to as “many-objective” problems (Purshouse and Fleming, 2007)) that capture a broad range of system properties and stakeholder preferences, ultimately requiring that the decision maker choose from a suite of Pareto optimal design possibilities.

Explicitly incorporating decision maker preferences in optimisation generally falls under a priori approaches or a posteriori approaches. A priori methods seek to model decision maker preferences prior to searching for optimal designs (Coello et al., 2007), while a posteriori methods allow those preferences to be expressed following optimisation. A classic example of an a priori approach is multi-attribute utility analysis (MAUA) (Keeny and Raiffa, 1976, 1993), whereby preference structure is assigned to the various performance criteria by the decision maker prior to optimisation, and the resulting solutions to the optimisation are reflective of this preference structure. However, the reality that decision makers often “...don’t know what they want until they know what they can get...” (Loucks, 2012) leads to interesting negative implications of this and other a priori methods.

However, several criticisms exist regarding a posteriori approaches to decision making (Coello et al., 2007; Haines, 1998; Zeleny, 2005). One of these is that it is mathematically difficult and hence, computationally expensive to find the Pareto optimal solution set. This is currently being addressed through the development of numerous multi-objective evolutionary algorithms that are faster, more reliable, and easier to use than many of their predecessors (e.g. the Borg MOEA (Hadka and Reed, 2013)), as well as some of the other approaches for increasing computational efficiency discussed in Sections 3.3 and 3.4. Some interactive approaches (e.g. Hwang et al., 1979) have been developed in order to interactively explore the Pareto space without having to fully compute it in advance, thus mitigating the associate computational burden (e.g. Deb et al., 2006; Thiele et al., 2009). The complexity and high number of questions to be posed
to the stakeholders remain an unsolved problem (Larichev, 1992).

An additional criticism is that the large Pareto sets resulting from the optimisation process tend to be challenging to visualize and interpret. However, several recent studies have shown that effective use of visual decision support frameworks can alleviate this by providing tools that assist in finding and focusing on designs representing the best compromise between all objectives and stakeholders (Kollat and Reed, 2007b; Kollat et al., 2011; Reed and Kollat, 2012).

3.7.2 Research Challenges and Future Directions

Research challenges related to optimisation for decision making include the need for technological advances in algorithms and decision support tools; improved demonstration of how optimisation can be applied to real-world problems as part of a wider decision making process; and improved communication and access to information on how to apply optimisation.

Advances in algorithms and decision support tools. Although water resources applications are inherently multi-objective, both the research community and decision makers are only in the early stages of seriously considering truly multi-objective approaches to problem solving. Improvements to decision making software tools and techniques are needed to advance the evolutionary optimisation field in a way that emphasizes computational efficiency (see Section 3.4), and more fully incorporates the decision maker into the optimisation process. Future research should emphasize the development of software and techniques that enable real-time visualization of the evolutionary optimisation process (e.g. the evolving Pareto front, decisions, constraint violations, etc.). Technological advances in this area would ultimately allow the decision maker to play a more active role in “steering” the optimisation process. Steering techniques will help enable so-called “de Novo” planning approaches (Kasprzyk et al., 2012; Zeleny, 2005), where the selection of decision variables, objectives, and constraints could be updated in real-time to allow for decision makers to incorporate real-time learning regarding problem structure and potential solutions.

The ability to visualize the shapes of trade-offs between multiple conflicting performance criteria and to quickly identify points of diminishing return within the trade-offs will be important to understanding the complex relationships that typically exist between objectives (Branke et al., 2008; Kollat and Reed, 2007b; Lotov et al., 2005; Madetoja et al., 2008). Tools which permit the decision maker to interactively “brush” or filter designs from view (Inselberg, 1997) according to objective value, decisions, constraint violations, and other variables are a must for rapidly distilling large Pareto optimal design sets into smaller, more manageable subsets of interest. Pareto sorting tools that allow the user to identify optimal designs using smaller, simpler sub-problems within the larger multi-objective optimisation problem (Kollat and Reed, 2007b; Kollat et al., 2011; Reed and Kollat, 2012) should be incorporated directly in these frameworks, as should techniques that allow the user to “thin” the Pareto set based on meaningful precision (Kollat and Reed, 2007a; Laumanns et al., 2002). Additionally, advances toward adaptive software frameworks that more fully integrate the decision maker into the modelling, optimisation, and the decision making process as a continual feedback loop of learning and understanding will ultimately lead to better decision making (Roy, 1971; Tsoukias, 2008; Woodruff et al., 2013).

Improving optimisation and decision making for real-world problems. Demonstrating the use of optimisation as a complementary tool in a set of wider management practices will assist in its uptake by decision makers. Optimisation should be viewed as a way of exploring possible management alternatives for further investigation, rather than focusing solely on finding optimal solutions, and enabling integration of stakeholder engagement and expert input.
Improved communication and access to information on using optimisation. Additional communication and support for applying optimisation, particularly for complex problems, is key to its uptake by decision makers. This includes access to optimisation algorithms and information on their suitability for different types of problems (see Sections 2.2 and 2.3), improving optimisation and decision support training, and developing more automated parameter and algorithm selection approaches that require less expertise to use effectively (see Section 3.5). It also includes guidance around formulating optimisation problems for complex systems representing social and environmental objectives (see Section 3.2).

In summary, improvements in decision support tools, as well as more integrated approaches to applying optimisation within existing decision making structures, are critical to advancing this field. The ability to optimise more complex problems through the use of EAs requires greater focus on providing guidance around representing these problems, and understanding the influence of assumptions and uncertainties on the outcomes.

3.8 Incorporation of Uncertainty

Uncertainty is present in all aspects of water resources management (WRM) optimisation, from problem formulation to solutions obtained (see Figure 3) and a lot of work has been published in recent years on uncertainty quantification in the water resources literature (Beven, 2006; Gupta et al., 2008; Kavetski et al., 2006a, b; Renard et al., 2011; Vrugt et al., 2005; Vrugt et al., 2008). One general source of uncertainty stems from imperfect knowledge about socioeconomic drivers in water systems, such as future water demand and population growth, and the extent to which urbanization will occur. Hydrologic uncertainties are also important; there may be unknown water availability at sources and uncertain reservoir inflow due to natural climate variability, and modifications to the hydrologic cycle due to future climate change or changes in land use. Another important source of uncertainty deals with changing system dynamics, including the ageing of distribution and reclamation systems, and the uncertain stage storage characteristics of reservoirs due to sedimentation. Other uncertainties exist as well (e.g. future directions of socioeconomic development, legal/regulative framework, etc.). When dealing with real-world problems, it is important to consider these uncertainties in the optimisation process.

3.8.1 Current Status

Many sources of uncertainty are complex in nature and interlinked with each other, and hence difficult to characterise. It is therefore not surprising that in many of the past WRM optimisation approaches, the aforementioned uncertainties were not considered, or that this was done in a simplified, implicit way (e.g. via a small number of future scenarios). The WRM optimisation approaches where uncertainties are handled in a more explicit way have appeared relatively recently (e.g. Cui and Kuczera, 2005; Deb and Gupta, 2006; Fu and Kapelan, 2011; Gopalakrishnan et al., 2003; Kasprzyk et al., 2009; Kourakos and Mantoglou, 2008; Labadie, 2004; Mortazavi et al., 2012; Singh and Minsker, 2008; Smalley et al., 2000; Tolson et al., 2004; Vasquez et al., 2000).

In these approaches, typically only a small number of key sources of uncertainty that are of primary interest for the WRM problem being analysed are identified and explicitly characterised. This is usually done by using stochastic models and scenarios, although recent examples of alternative approaches exist (e.g. Kasprzyk et al., 2013; Korteling et al., 2013; Matrosov et al., 2013; Mortazavi et al., 2013b). The observed data required to characterise the above uncertainties are often not available (Jakeman and Letcher, 2003) and hence subjective probabilities are frequently assigned. In addition, the selected uncertain variables are
sometimes modelled in a very simplified way, without giving necessary consideration to spatial and temporal correlations, despite the fact that these can have important implications (Kapelan et al., 2005). In addition, the structural uncertainty of simulation models is often neglected. Finally, it should be noted that under conditions of deep/severe uncertainty (Lempert, 2002) that exist in real-life WRM problems, for some sources of uncertainty (e.g. future changes in regulative frameworks), pre-characterisation may lead to suboptimal solutions should future outcomes turn out to be different than originally anticipated.

In terms of WRM optimisation problem formulation and the corresponding solution methods used, existing approaches can be broadly classified into implicit and explicit stochastic optimisation approaches (Labadie, 2004). Implicit approaches use some sampling method (e.g. Monte Carlo) to generate data for stochastic variables of interest (e.g. reservoir inflow) before some deterministic optimisation method (e.g. EA or other, see section 3.5) is used to determine the corresponding optimal WRM configuration and/or operational policy. Implicit WRM approaches appeared earlier and hence were typically based on conventional optimisation methods (Hiew et al., 1989; Hsu and Cheng, 2002; Martin, 1983; Tejada-Guibert et al., 1990; Yakowitz, 1982; Young, 1967). The deterministic optimisation process is repeated for several different instances of uncertain variables. Whilst this is appealing for a number of reasons (e.g. use of proven and computationally less demanding deterministic optimisation methods), the implicit approach requires results from multiple optimisation runs to be merged, which is not straightforward and is likely to lead to suboptimal solutions that are not sufficiently robust.

In the explicit stochastic optimisation approach, the identified uncertainties in the WRM problem analysed are characterised and then quantified in an explicit manner during the (stochastic) optimisation process. Early explicit WRM approaches were based on conventional optimisation methods, such as Stochastic Linear Programming (Jacobs et al., 1995) and Stochastic Dynamic Programming (Tejada-Guibert et al., 1995). More recently, different EAs were used (e.g. Cui and Kuczera, 2005; Deb and Gupta, 2006; Gopalakrishnan et al., 2003; Kasprzyk et al., 2009; Kourakos and Mantoglou, 2008; Singh and Minsker, 2008; Smalley et al., 2000; Tolson et al., 2004; Vasquez et al., 2000). The original deterministic optimisation problem objectives are modified, typically by: (a) introducing some measure of robustness (or risk, resilience, reliability, etc.) as an indicator of water resource system performance and/or (b) applying some statistic to the total costs (e.g. averaging them). Whilst appealing from the uncertainty handling point of view, the explicit approach suffers from long computational times. Different remedies have been developed in the past to deal with this issue (see Section 3.4). Having said this, none of the existing approaches offers a generic and holistic solution for effective and efficient uncertainty propagation during the optimisation process. Regarding the decision variables used in optimisation-based WRM approaches, these are almost exclusively modelled as deterministic. However, this often results in rigid, precautionary strategies that may not be sufficiently flexible to adapt to uncertain future changes (Basupi and Kapelan; Giuliani et al., 2014b; Mortazavi et al., 2013a; Woodward et al., 2014).

In summary, uncertainty is unavoidable in WRM problems, yet decisions need to be made. While uncertainty has to be managed, optimisation offers the prospect of finding creative solutions that best manage this uncertainty. So the overall challenge is to ensure that the optimisation can “see” all significant uncertainties that affect performance, to specify objectives that not only seek efficiency (in its widest sense), but also robustness (or the ability to cope if future trajectories of the system are unfavourable), and to ensure decisions are framed to allow flexibility (or the ability to adapt to changing circumstances). Multi-stage decision methods (Beh et al., 2014; Beh et al., 2011; Watkins and McKinney, 1997) can provide some flexibility, but more flexible and adaptive approaches are needed.

3.8.2 Research Challenges and Future Directions
Given the current status outlined in the previous section, there are several key research challenges for future work in this area:

**Development of improved characterisation of WRM related sources of uncertainties.** While key sources of uncertainties in WRM problems have been identified, a critical remaining challenge is to characterise these more accurately. In the cases where this is possible, this means collecting additional observed data that are required to, for example, better understand and define the uncertainty of various WRM model parameters (e.g. future system demand, etc.). In cases where the required observed data cannot be collected in sufficient quantities, identifying which data would provide the greatest reduction in uncertainty becomes critical. If, however, the particular source of uncertainty is so deep that the required data can never be collected, then it should not be characterised at all and alternative WRM frameworks need to be developed (see below). Finally, WRM model (i.e. structural) uncertainty needs to be better understood and quantified in the future.

**Development of improved problem formulations under uncertainty.** Unless the key sources of uncertainty are made “visible” to the optimiser, the optimiser will have an overinflated sense of control and produce solutions that are likely to be suboptimal and possibly reckless – decision makers would rightly shun such solutions. The challenge is threefold: (i) how to best “expose” the different types of uncertainty to the optimiser; (ii) how to formulate the problem and objectives so that the optimiser uses information about uncertainty in a manner that reflects the needs of the decision maker; and (iii) how to do this in a computationally practicable manner.

Alternative problem formulations that make better use of the uncertainty embedded in the optimisation formulation include: (i) Increasing the number of diverse objectives addressing different aspects of the WRM problem analysed (e.g. environmental impacts/costs, health risks, greenhouse gas emissions, social acceptance); (ii) Incorporating risk, resilience and robustness based system performance indicators to ensure development of solutions with increased system redundancy (Grayman et al., 2012). This, in turn, will enable water resources systems to cope better with the full range of uncertainties (i.e. both 'known unknowns' and 'unknown unknowns' (Maskey et al., 2000), by explicitly taking into account both the likelihood of possible failures and the consequences of these failures; (iii) Improved representation and evaluation of potential solutions based on the concepts of flexible design / real options (Dobes, 2008; Zhang and Babovic, 2012) and similar principles leading to solutions that are able to more easily / better adapt to future changes in the natural environment and the socio-economic system; (iv) Alternative frameworks that acknowledge the existence of deep / severe uncertainties and (v) Improved linking of stakeholder preferences with optimisation and decision making processes under uncertainty (see also Section 3.7).

**Development of improved uncertain problem solution methods.** Existing optimisation approaches should be improved via the development of improved uncertainty propagation / quantification methods. Most existing uncertainty propagation methods used in WRM are transferred directly from general statistical theory. As such, they are applicable to uncertainty sources characterised only in a conventional way (e.g. using PDFs). There is a definite need to develop new, WRM specific methods that can propagate uncertainties characterised in a number of different ways (see above). Also, this needs to be done in a computationally efficient and accurate way, which is a difficult task.

Another topic to explore in this context is to develop improved surrogate (or meta) models for more accurate uncertainty quantification in the part of the objective space where it matters (see Section 3.4). A need also exists to develop guidelines on how to (with minimum computational effort) select the best
sample size for optimisation under uncertainty, given a range of possible metrics (e.g. risk based, robustness based, etc.). For example, Bayer et al. (2010) investigated the sampling of critical model realizations in order to reduce computational complexity. In addition to the above, new, more effective and efficient optimisation methods should be developed for solving WRM problems, where uncertainty does not hinder elitism and improvement.

3.9 Algorithm Implementation

There are numerous options for implementing a search algorithm in computer code and linking or integrating it with a given environmental simulation model (see Figure 3). Generally speaking, there is a trade-off between ease-of-implementation and computational performance. Codes that emphasize decoupling EAs and simulation models are often quite flexible (i.e. easily adapted to other problems and/or adopted by other research groups). Conversely, careful algorithm implementation and/or intelligent model integration can potentially yield order-of-magnitude improvements in computational performance (see Section 3.4 for a discussion of performance issues). However, realizing such gains can require extensive multi-disciplinary expertise and the resulting implementation may not be flexible.

3.9.1 Current Status

Numerous standalone software codes for optimisation are available for use by the water resources community (e.g. Eldred et al., 2006; Izzo, 2012; Matott, 2005; Pohlheim, 2007; Vesselinov and Harp, 2012). Various implementation approaches have been taken, including: binaries written in C/C++ or FORTRAN (e.g. Doherty, 2008; Duan et al., 1993; Hadka and Reed, 2013; Matott, 2005; Tolson and Shoemaker, 2007; Yan and Minsker, 2006, 2011); shared-object libraries with well-defined APIs (e.g. Keijzer et al., 2001; Levine et al., 1999; Wall, 1996); portable java code and jar files (e.g. Cingolani, 2009; Hadka, 2012; Meffert, 2012; Singh et al., 2013; White, 2012); toolboxes and packages written for python, R, perl, MatLab/Octave, and other scripted languages (e.g. Izzo, 2012; Kelley, 1999; Matott et al., 2011; Merelo Guervos et al., 2010; Regis and Shoemaker, 2005; Theussl, 2013; Vrugt et al., 2003; Vrugt and Robinson, 2007; Vrugt et al., 2008; Zlatanov, 2001); and macros and extensions to spreadsheet packages (e.g. LibreOffice, 2009; Palisade, 2013). Finally, there have been several efforts to seamlessly integrate optimisation algorithms and other “system-level” tools into comprehensive integrated modelling frameworks (e.g. Babendreier, 2003; Banta et al., 2008; David et al., 2013; Laniak et al., 2013; Leavesley et al., 2002). Overall, the community of users and developers of EAs is large and fragmented, and algorithm selection and implementation continues to be rather ad-hoc and subjective. Nonetheless, there have been some efforts to catalogue available software codes (Matott et al., 2009) and standardize search algorithm implementations (e.g. Bratton and Kennedy, 2007).

Most EA codes are intended to be general purpose and applicable to a wide variety of optimisation problems. Apart from various tuning parameters (e.g. mutation rate), these optimizers can be used in an “off-the-shelf” manner and users are shielded from the inner-workings of a given implementation. However, particular characteristics of complex real-world water resources problems may warrant ad-hoc modification of a given search algorithm (see Section 3.3). As discussed in Section 3.8, uncertainty and variability are crucial components of water resources problems, but such concerns are not typically addressed by off-the-shelf implementations. Furthermore, resolution of water resources problems typically occurs within a complex socioeconomic and legislative decision-making context (see Section 3.7). The constraints associated with such concerns can be difficult to express in a mathematical optimisation framework (see Section 3.2). Along similar lines, an abundance of soft knowledge and expert judgment is
available for a given water resources problem, but such information is not easily accommodated by off-the-shelf optimizers.

EAs have usually been assessed using computationally cheap test functions during initial algorithm development and implementation. A single objective function evaluation might take a millisecond or less. In contrast, realistic water resources problems can require hours or even days to complete a single simulation run. Recent research has sought to address this disconnect using various tactics for avoiding expensive function evaluations (see Sections 3.4 and 3.5). Implementation strategies for incorporating a given tactic into a particular algorithm are quite varied and have been largely developed in an ad-hoc fashion.

3.9.2 Research Challenges and Future Directions

Comparing Alternative Codes and Implementation Approaches. The plethora of approaches that have been taken for algorithm implementation raises several research challenges. Firstly, it further complicates algorithm comparisons (see Section 2.4) since it is not clear that two different implementations of the same algorithm will yield identical results. Instead, it may be necessary for algorithm comparison statements to contain qualifiers, as in: “compared to the [name of comparison algorithm], as implemented in [name of package]”. There may be significant variability in performance across different implementations of the same algorithm. Yet, such possibility has not been systematically explored. Overall, the community would benefit from a comprehensive review of available codes and implementation approaches for simulation-based optimisation. A similar kind of review was recently performed for software codes related to environmental modelling (e.g. solver packages, mesh generation, etc.) (Miller et al., 2013).

Developing Specialized but Modular Algorithms. As mentioned previously, the peculiarities of realistic water resources problems may necessitate a variety of specialized algorithm implementations. However, such specializations should not come at the expense of good software engineering practices, like modular design and code reuse. With this in mind, a plugin approach, like the one used for customizing web-browsers and other heterogeneous software packages (Miceli et al., 2013; SchedMD, 2004), may merit consideration. The basic idea is for the software to use a standard algorithm implementation if no plugin is provided. Developers could then extend algorithm behaviour by incorporating one or more plugins.

Optimization as a Service. Another recent trend is toward implementing models as services (“Model as a Service,” or MaaS), an extension of Software as a Service (SaaS, Roman et al. (2009)). MaaS enables computers to launch, analyze, and visualize model results through Web services using data standards. Optimisation as a Service (OaaS) is an obvious extension of this concept that Zhao (in preparation) is only beginning to explore. The advantage of service-oriented architectures is that multiple optimisation and simulation models can be linked in workflows and accessed through user-friendly Web applications that enable easier use and sharing. Further research is needed to explore whether and how OaaS and MaaS approaches can address the implementation issues mentioned previously.

Leveraging Tools for Code Distribution and Version Control. Tools to maintain and host algorithm implementations would help mitigate the fragmentation that has occurred across users, groups, and problem types. For example, the community could do a much better job in leveraging version control platforms like Mercurial, CVS, SVN and GIT, and source code hosting services like sourceforge, github and BitBucket. Utilizing these types of platforms would help to unify the user community by ensuring that (1) all users have access to the latest software version and (2) users can contribute bug fixes, improvements, and
even plugins.

**Black-Box vs. Integrated Approaches.** There are two somewhat opposing approaches to simulation-based optimisation which can potentially have a significant impact on design and implementation of associated software. The “black-box” view emphasizes tools that create an efficient and robust interface with existing simulation codes. In other words, the optimisation tools should be independent of the simulation model, and as such, these two should be capable of remaining wholly separate from one another. Even in the context of large-scale parallelization, etc., this emphasis on an efficient interface has the potential to greatly facilitate general usage of optimisation tools. Alternatively, the “integrated” view argues for more explicit linkage between optimiser and simulator in the interest of maximizing performance (Kannan and Wild, 2012). A plugin type of approach may allow for tighter integration with a given simulator, while still encouraging widespread tool usage.

### 4. Summary and Conclusions

Over the last 20 years, the application of EAs to water resources problems has been an extremely active research field. Much of the research effort has been directed towards:

1. Answering the question of whether algorithms inspired by different natural phenomena or heuristics can be used successfully for solving water resources problems.
2. The development of improved optimisation algorithms, including investigation of the effect of different search operators and parameterisations.

Although EAs have exhibited potential, there is a need to shift research efforts from the development and performance assessment of EAs for relatively simple, isolated case studies, to addressing the challenges that enable them to be applied to real-world problems with efficiency and confidence in order to fully realise this potential.

A “roadmap” of the main research challenges that need to be addressed in order to move the research field of the application of EAs and other metaheuristics to water resources problems forward over the next decade is given in Figure 4 and summarised below. In Figure 4, the 13 research challenges are shown in the bolded, oval shapes, which are mapped into the EA process flowchart used previously as a guidemap for Sections 2 (Figure 2) and 3 (Figure 3). The major themes that should attract the attention of researchers in the coming years include (i) problem formulation and decision-making (Section 4.1), (ii) algorithmic issues (Section 4.2) and (iii) benchmarking (Section 4.3). It should be noted that while progress has been made in some of these areas, they are generally still in their infancy and there is a need to increasingly direct research efforts into these domains.

#### 4.1 Problem Formulation and Decision-Making

##### 4.1.1 Problem formulation

Research that closely examines optimisation problem formulations for complex case studies will require increased attention in the future, including:

1. Improving the way optimisation problems are formulated so as to adequately represent the complexity of real problems (Challenge 1, Figure 4). For example, what is the best way to (i) represent uncertainties in the formulation of the problem and to (ii) develop mathematical representations of
complex objectives and constraints (e.g. environmental impact, sustainability, risk of water shortage, resilience, etc.)? In addition, it is important to understand whether generic approaches can be developed or whether approaches are case-study specific.

2. Understanding the impacts of simplifications and assumptions in the way real problems are represented and simulated mathematically (Challenge 2, Figure 4). By definition, all optimisation and simulation models are simplified representations of reality. The challenge is to quantify the impact different levels of simplification have on the optimal solutions obtained in an attempt to identify the most appropriate level of complexity for a particular problem.

3. Improving the characterisation of different sources of uncertainty, particularly in the face of deep uncertainties and simulation model structural uncertainties (Challenge 3, Figure 4).

4.2 Decision-making

Even if the outputs from optimisation studies are reflective of the optimal solutions of the problem being addressed, the degree of benefit they can deliver is dependent on how effectively they can feed into associated decision-making processes. In particular, there is a need to:

1. Improve decision support, visualisation, and communication tools, especially when dealing with many-objective problems and related uncertainties (Challenge 4, Figure 4).

2. Develop a deeper understanding of the “sociology” associated with the application of EAs to complex problems (see Section 3.2.2) in order to identify potential barriers to their implementation and strategies for overcoming these barriers (Challenge 5, Figure 4).

4.2 Algorithmic Issues

Even though much research effort has been expended on algorithmic issues over that last two decades, the application of EAs to real-life problems creates a suite of new challenges that needs to be addressed in order to ensure that the success of the application of EAs to relatively simple problems can be translated to their successful application to real-life problems. In order to achieve this, three major research themes need to be addressed, including (i) the ability to find near-optimal solutions in a reasonable timeframe, (ii) the ability to assess algorithm performance in a robust and unbiased fashion and (iii) the ability to deal with uncertainty.

4.2.1 Ability to find near-optimal solutions in a reasonable timeframe

The ability to find (near)-optimal solutions to real water resources problems in a reasonable timeframe is a function of (i) the characteristics of the problem to be solved, (ii) the searching behaviour of the optimisation algorithm and (iii) computational efficiency, as discussed below:

Problem characteristics. The characteristics of water resources optimisation problems include (i) the size of the search space and (ii) the “ruggedness” of the fitness landscape (Figure 4). In general, if the search space is larger and more “rugged”, it is more difficult to identify near-optimal solutions and it takes longer to do so. Both of these factors are a function of how the optimisation problem is defined, although algorithm searching behaviour also has an important role to play (Figure 4). This further highlights the importance of the research challenges associated with problem formulation (Challenges 1 and 2, Figure 4), not only in order to obtain a realistic mathematical representation of the problem to be solved, as discussed in Section 4.1, but also in order to keep the size and ruggedness of the search space to a
minimum. In addition, there is a need to explore ways in which the size of the search space can be reduced, either with the aid of analytical techniques or heuristic methods developed based on domain knowledge and experience (Challenge 6, Figure 4).

**Searching behaviour.** To enable algorithms to navigate through the search space of a particular water resources management problem effectively and efficiently, and therefore find near-optimal solutions in a reasonable timeframe, searching behaviour needs to be tailored to the characteristics of the problem being solved, as represented by the properties of the fitness function. Consequently, there is a need to:
Figure 4: Roadmap of future research challenges and directions for the application of evolutionary algorithms in water resources. The square shapes represent the steps in the EA process and the hexagonal shapes represent problem and algorithm characteristics resulting from choices made at different steps of...
the EA process, whereas the oval shapes represent the associated research challenges.

1. Develop methods that facilitate a better understanding of (i) algorithm behaviour and (ii) the properties of the fitness landscape, which can be used to develop guidelines for the selection of appropriate algorithms and the parameters that control their searching behaviour for problems with particular fitness landscape characteristics (**Challenge 7**, Figure 4).

2. Develop searching operator selection methods that can adapt to different features of the fitness function during optimisation runs (**Challenge 8**, Figure 4).

**Computational Efficiency.** In the context of solving real water resources problems, computational efficiency not only has an impact on the speed with which near-optimal solutions are found, but also the quality of the solutions (including the ability to identify good solutions at all), as a result of limited computational resources and long run-times. Overall computational efficiency is a function of the properties of the fitness landscape (i.e. the problem characteristics and algorithm searching behaviour, as discussed above), the available computational resources, the initialisation of the optimisation algorithm (i.e. the quality of the initial solutions) and the computational efficiency of the simulation model(s) used to evaluate objectives and constraints. Consequently, in addition to **Challenges 1 to 8** outlined above, there is a need to develop improved (i) methods for identifying good initial solutions and (ii) guidelines for the development of surrogate models (**Challenge 9**, Figure 4).

**4.2.2 Ability to assess algorithm performance in a robust and unbiased fashion**

In order to enable the utility of the different approaches to improving an algorithm’s ability to find near-optimal solutions discussed in Section 4.2.1 to be determined, there is a need to:

1. Develop improved performance measures and stopping criteria, particularly for multi/many-objective problems (**Challenge 10**, Figure 4).

2. Develop accurate, platform-independent measures of computational efficiency (**Challenge 11**, Figure 4).

**4.2.3 Ability to deal with uncertainty**

As discussed in Section 4.1.1, adequate consideration of uncertainty in formulating water resources problems is vital when dealing with real problems. In general, this uncertainty can stem from the input data that drive the system, the calculation of objective function values, and the values for the decision variables. However, at present, there is a lack of methods for dealing with some important aspects of uncertainty. Moreover, methods such as Monte Carlo techniques can cause large increases in the computational demands in solving problems. Consequently, there is a need to develop improved methods for solving uncertain optimisation problems (**Challenge 12**, Figure 4), including performing the calculations in a parsimonious manner.

**4.3 Benchmarking**

In order to assess the effectiveness of advancements in water resources problem formulation, algorithmic issues and decision making techniques in a rigorous and unbiased fashion, there is a need to develop a set of benchmarking problems and approaches, as well as consolidated, unified code for implementing them (**Challenges 13 and 14**, Figure 4). As shown in Figure 4, such benchmarking problems should (i) be non-
trivial, real-world problems representative of the range of decision problems encountered in water resource planning and management, (ii) consider a wide range of issues and stakeholder preferences, (iii) consider key sources of uncertainty and (iv) be evaluated using consistent, robust performance assessment approaches (see Section 4.2.2). Application of such benchmarking problems and approaches is vital in order to provide much needed understanding and guidance on the relative utility of different optimisation methods under different circumstances, potentially leading to the development of guidelines for users. This is likely to go a long way towards enabling the full potential of EAs for solving real water resources problems to be realised.

4.4 A Vision for the State-of-Practice in 2025

We conclude this position paper by envisioning the state-of-practice in 10 years or so after the various challenges outlined in this paper have been addressed. This is done both from the perspective of research and real-world applications.

4.4.1 Research

By 2025, we expect a suite of robust benchmark and case-study problems addressing realistic water resources management issues to be readily available to the EA research community via web-accessible repositories. The latest EAs and algorithm enhancements will also be readily available and served up for continued development by the community via open-source software development mechanisms.

A water resources meta-heuristics portal will emerge for curating these disparate algorithms and benchmarking efforts, serving as a focal point for ongoing dissemination of research activity. The ability for researchers to easily access algorithms and benchmark problems will lead to robust and wide-ranging algorithm analysis and comparison studies. These studies will result in the realization that just a handful of EA operators (e.g. mutation, limited memory, etc.) are responsible for optimally controlling explorative and exploitative behaviour. These studies will also result in the realization that, despite being inspired by different natural phenomena, a number of published algorithms are essentially the same and yield statistically indistinguishable results.

Furthermore, we expect a number of new algorithm implementations to embrace a plugin and/or optimization-as-a-service (OaaS) approach. These implementations will facilitate a deeper exploration of a variety of methods for handling uncertainty, ranging from conventional reliability methods to emerging multi-criteria calibration and uncertainty analysis approaches. Plugin and OaaS algorithms will also allow researchers to easily leverage available parallel computing resources as well as the latest surrogate modelling techniques.

4.4.2 Real-world applications

We expect that the challenges posed by growing population demands, degrading water quality, constrained sources of water supply, and an increasing proportion of the world’s population living in mega-cities will provide significant opportunities for the application of EAs to real-world problems. By 2025, we expect to have had sufficient success in solving a range of high impact real world problems to see considerable industry engagement and uptake of EAs. Consequently, we expect that real-world decisions will be regularly influenced by the use of these optimization approaches, and that stakeholders will begin to learn more about their systems (i.e. complicated interactions between subsystems), aided by what is learned in optimisation. In turn, industry feedback is likely to offer even more challenging problems (particularly in the uncertainty domain), putting greater emphasis on the “sociology” of optimization (see Section 3.2.2).
We also expect that the realisation of the above vision will be assisted by the dramatic expansion of computing capability, which has served as a major driver in the broad array of EA-based water resources applications that have emerged. Moreover, this trend is not slowing and is in fact accelerating to consider broader forms of computing and information processing that are emerging with each passing year. The water resources research community must be careful to avoid constraining their tools and thinking to current or past computing architectures. Active cloud services, ubiquitous personal computing, and new touch-based human-computer interaction are already realities. The true question is how these current technologies, as well as future expansions of computational capability, can be best brought to bear for innovative design and management of water resources systems. Consequently, from a computational perspective, the coming decade is likely to exponentially transform the scale of water resources and decision support processes that EAs can address.

Finally, we expect that the realisation of the above vision will be supported by an expanded educational effort to train the next generation of planners who are capable of understanding how to exploit the growing EA capabilities in their problem formulations, while also having the tools necessary to minimise the unintended consequences of severe planning uncertainties, such as interactive and immersive visualization of the complex spatial-and-temporal dynamics of evolving elements of designs. In the longer term, the successful application of EAs to real-world problems will also encourage the widespread inclusion of EA optimisation in undergraduate and postgraduate curricula.
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### Appendix. EAs and metaheuristics glossary

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chromosome</td>
<td>A set of genes representing one possible solution of the analysed problem.</td>
</tr>
<tr>
<td>Constraint</td>
<td>In optimisation, a limitation or restriction distinguishing between feasible and infeasible solutions (i.e. solutions that are compatible or not with constraints).</td>
</tr>
<tr>
<td>Crossover operator</td>
<td>EA operator which generates one or more offspring (i.e. children) chromosomes from parent chromosomes. Mimics the reproduction in natural evolution.</td>
</tr>
<tr>
<td>Decision making</td>
<td>The cognitive process resulting in the selection of a belief or a course of action among multiple optional possibilities. Decision-making is the study of identifying and choosing options based on the values and preferences of the decision maker.</td>
</tr>
<tr>
<td>Decision variable</td>
<td>A decision variable is an unknown in an optimization problem that is updated during the optimisation process.</td>
</tr>
<tr>
<td>Evolutionary Algorithm (EA)</td>
<td>A generic population-based metaheuristic optimization algorithm. An EA uses mechanisms inspired by biological evolution, such as reproduction, mutation, recombination and selection. Candidate solutions to the optimization problem play the role of individuals in a population, and the fitness function determines the quality of the solutions. Evolution of the population then takes place after the repeated application of the above operators.</td>
</tr>
<tr>
<td>EA (search) operator</td>
<td>Operator such as selection, crossover and mutation that is controlling / advancing the optimisation process.</td>
</tr>
<tr>
<td>EA operator control parameter(s)</td>
<td>Parameter(s) controlling the execution of an EA operator. For example, a pre-specified crossover probability rate is controlling the application of the crossover operator during the EA search process.</td>
</tr>
<tr>
<td>Fitness (or fitness function)</td>
<td>Evaluation of an individual chromosome denoting its overall quality with respect to the problem being solved, i.e. objective(s) and constraint(s). Selection in EA is based on the fitness. The term &quot;fitness function&quot; is sometimes used as a synonym for objective function.</td>
</tr>
<tr>
<td>Fitness landscape</td>
<td>Description of the search space of an optimisation problem as a multidimensional landscape defined by the possible solutions, through which the optimisation algorithm moves, mapped to the corresponding fitness value. As such, the fitness landscape is not only dependent upon the problem to be solved, but also on the choice of algorithm and its parameter values.</td>
</tr>
<tr>
<td>Gene</td>
<td>Subunit of a chromosome. A single decision variable may be represented using a single (e.g. integer or real number representation) or multiple genes (e.g. in binary representation).</td>
</tr>
</tbody>
</table>
| Objective function (or)          | Function used to drive the optimisation process. Can be minimised, maximised or
<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Objective</strong></td>
<td>aiming to reach some pre-specified target value.</td>
</tr>
<tr>
<td><strong>Population</strong></td>
<td>Set of candidate chromosomes (i.e. solutions).</td>
</tr>
<tr>
<td><strong>Recombination operator</strong></td>
<td>See crossover operator.</td>
</tr>
<tr>
<td><strong>Metaheuristic</strong></td>
<td>In optimisation, a technique that uses a series of rules to determine how to find the optimal solution.</td>
</tr>
<tr>
<td><strong>Mutation operator</strong></td>
<td>EA operator which typically introduces some small random change to a given chromosome. Mimics the mutation in natural evolution.</td>
</tr>
<tr>
<td><strong>Surrogate model (aka meta-model or emulation model)</strong></td>
<td>Model that emulates, i.e. approximates the multivariate input/output behaviour of a complex model. Often used in EA to replace the computationally expansive models (such as physically based models).</td>
</tr>
<tr>
<td><strong>Termination (or convergence or stopping) criteria</strong></td>
<td>Criteria used to decide when to stop the EA optimisation (i.e. search) process.</td>
</tr>
</tbody>
</table>